Setting up a Network Deployment environment involves several steps 

performed on each of the computers that comprise the cell.
Steps for this task

1. (Optional)   Start the administrative server from an earlier version of WebSphere Application Server. 

If you intend to migrate the applications and configuration from an earlier version, you might need to start the administrative server so that the installation wizard can use XMLConfig to export the configuration data repository as it performs the automated migration that you can select in the next step.

Start the administrative server of WebSphere Application Server Standard Edition (Version 3.5.x) or WebSphere Application Server Advanced Edition (Versions 3.5.x or 4.0.x).

It is not necessary to start the administrative server for WebSphere Application Server Advanced Single Server Edition, Version 4. The migration tools use the XMI configuration files directly.

2. Install the base WebSphere Application Server product on each machine to create a WebSphere Application Server node on the machine. 

Install the base WebSphere Application Server product for the machine to become a node in the cell. The installation procedure is the same for a node that federates into a cell as it is for a stand-alone Application Server. You can install the base WebSphere Application Server product more than once on a single machine. Coexistence is supported. There are several ways to federate a stand-alone Application Server installation instance into the deployment manager cell. 

You can install the base WebSphere Application Server product once and create multiple configuration instances on the machine, using the wsinstance command. You can install the Network Deployment product once and create multiple configuration instances of the deployment manager. Each deployment manager configuration instance can federate stand-alone base WebSphere Application Server product installation instances, but a deployment manager cannot federate base product configuration instances.

Migrate applications, security settings, and the remaining configuration from WebSphere Application Server, Version 3.5.x and later, or WebSphere Application Server, Version 4.0.x and later. You can also choose to coexist with WebSphere Application Server, Versions 3.5.5 and later, or Versions 4.0.2 and later. Both migration and coexistence are described in the installation procedure for the base WebSphere Application Server product, which is available from the InfoCenter for the WebSphere Application Server product.

Stop the administrative server from the earlier version before you perform the installation verification test, which starts the new server. This avoids potential port conflicts.

3. Install the WebSphere Application Server Network Deployment product on a machine. Only one system hosts the deployment manager. 

As the deployment manager federates base WebSphere Application Server nodes, it expands the cell that it manages. Although you can install a base WebSphere Application Server on the same machine as the deployment manager, it is not usual in a production environment unless you have a machine with the capacity to host both products. 

The deployment manager is the central administrative manager. It does not install the base WebSphere Application Server product on other machines. The only functions supported in the Network Deployment installation are the deployment manager and its associated administrative programs. 

Migrate applications, security settings, and the remaining configuration from WebSphere Application Server, Version 3.5.x and later, or WebSphere Application Server, Version 4.0.x and later. You can also choose to coexist with WebSphere Application Server, Versions 3.5.5 and later, or Versions 4.0.2 and later. Migration and coexistence are described in the installation procedure for the WebSphere Application Server Network Deployment product.

4. Start the deployment manager process. 

There are two ways to start the deployment manager: 

· As a monitored process, which restarts automatically if a failure occurs 

· As an unmonitored process, which is what the startManager command does 

Run the startmanager utility from the /bin directory of the deployment manager installation root.

For production systems, running the deployment manager as a monitored process is recommended.

5. Run the addNode command on every node that you plan to federate into the cell. 

The addNode command incorporates a base WebSphere Application Server product node into a deployment manager cell. You must run this tool on every system that you plan to make part of a Network Deployment cell. There are several parameters for the addNode command, but the most important are includeapps, the host name of the deployment manager node, the JMX connector type, and the JMX port of the deployment manager node. 

The deployment manager instantiates the node agent process, nodeagent, on the Application Server node. (It also instantiates the WebSphere JMS provider, jmsserver, if you installed the embedded messaging server feature on the base node.)

Alternatively, you can use the administrative console of the deployment manager to add running Application Server nodes to the cell.

6. Enable the appropriate level of security after the installation is complete. 

7. Develop and unit test application components. 

Load existing application components and modules into your development environment and debug them.

8. Assemble code into a main application module or enterprise archive (EAR) file. 

9. Start all servers in the test environment. 

10. Deploy your applications in the test environment. 

11. Test all applications thoroughly. 

Follow normal test procedures as you move the test environment into production. Review the information in the Migrating topic to understand what you must look for. In particular, review the table at the end of the topic that links you to specific recommendations and practices. 

You must configure your migrating applications to ensure that they migrate in the way you want.

12. Prepare and monitor the environment into which you deploy applications. 

13. Adjust application code, configurations, and system settings to improve performance. 

14. Fix any known problems. 

15. Set up your production system by configuring all server processes for monitoring by their operating systems. 

Results

You can create a working WebSphere Application Server cell.

Step One:

Before you begin

A multinode environment places WebSphere Application Server processes on separate physical machines, under the central management of the deployment manager process, which groups Application Servers into its managed cell. This example topology shows how you can have a tier of Application Servers within the cell in addition to traditional tiers that can contain the Web server, databases, enterprise information systems, and other types of persistent storage.

The following illustration shows an example of multiple nodes and multiple tiers. 


In this example, Web container cluster members (Machine C) are closer (in a network sense) to the HTTP server (Machine B), which improves their response to client requests. Application server processes that run enterprise beans (Machine D) are closer in network terms to application data, which is represented in an application by entity beans and stored in a database on the data tier. 

Clustered Application Servers on Machines C and D help maximize resource use on each machine. Although the example shows two cluster members in each node, you can have as many as a machine can support. Cluster members in a multitiered topology provide process redundancy and use memory more efficiently than in similar topologies that host only single instances of Application Servers. Additional resources on the machines can improve application throughput and performance.

Introducing firewalls between each pair of tiers can provide the same level of security for entity beans as for application data.

A multitiered topology within the cell eliminates local Java virtual machine (JVM) optimizations that occur when the same cluster member runs both the Web container and the EJB container. This topology also introduces network latency, which tends to slow system performance. Although multitiered topologies provide more redundancy for Application Server processes, they also introduce more possible points of failure. The level of redundancy can also complicate maintenance.

The deployment manager on Machine A manages the configuration of cluster members and other Application Server processes on Machines C and D. The deployment manager coordinates all Application Server processes through node agent processes, each of which runs as the nodeagent server on a node.

Setting up environments such as those shown in the illustrations involves performing several steps on each computer comprising the deployment manager cell. 

Steps for this task

1. Install the Network Deployment product on Machine A, to make it the deployment manager node, using the product CD-ROM labeled, Deployment Manager, from the product package. Launch the Install.exe program (install.sh on Linux for S/390, install on other Linux platforms or on UNIX platforms) on the platform root directory. 

Machine A is the system for the deployment manager server (dmgr), which provides a centralized administrative console for the entire group, or cell, of application servers that it controls. Installing the Network Deployment product does not install the base Application Servers. The Network Deployment installation installs only the deployment manager process and its associated administrative programs. Install the Network Deployment product on only one computer system from the set that is to make up your administrative cell.

2. Install the base WebSphere Application Server product on Machines C and D to make them Application Server nodes, using the product CD-ROM labeled, Application Server, IBM HTTP Server, from the product package. Launch the Install.exe program (install.sh on Linux for S/390, install on other Linux or UNIX platforms) on the platform root directory. 

Aside from the one computer where you installed the deployment manager node, you must install the base WebSphere Application Server product on other computers that are to comprise the cell. The installation process is the same for an application server (server1) that you federate into a cell as it is for a stand-alone Application Server.

3. Start the deployment manager process. 

The startManager command line tool is one way. 

4. Run the addNode command line tool on every node that you intend to incorporate into the cell. 

Example of running the addNode command:

addNode command

The addNode command incorporates a WebSphere Application Server installation into a cell. You must run this command from the install_root/bin directory of a WebSphere Application Server installation. Depending on the size and location of the new node you incorporate into the cell, this command can take a few minutes to complete. 

Note: If you recycle the system that hosts an application server node, and did not set up the node agent to be an operating system daemon, you must issue a startNode command to re-establish the node as a member of the deployment cell. 

Syntax

addNode <deploymgr host> <deploymgr port> [options]

where the first two arguments are required. The default port number is 8879.

Parameters

The options for the addNode command follow:

-nowait 

Tells the addNode command not to wait for successful initialization of the launched node agent process. 

-quiet 

Suppresses the progress information that the addNode command prints in normal mode. 

-logfile <filename> 

Specifies the location of the log file to which information gets written. 

-replacelog 

Replaces the log file instead of appending to the current log. 

-trace 

Generates trace information into a file for debugging purposes. 

-newtracefile 

By default the addNode program appends to the existing trace file. This option causes the addNode command to overwrite the trace file. 

-noagent 

Tells addNode not to launch the node agent process for the new node. 

-username <name> 

Specifies the user name for authentication if security is enabled. Acts the same as the -user option. 

-user <name> 

Specifies the user name for authentication if security is enabled. Acts the same as the -username option. 

-password <password> 

Specifies the password for authentication if security is enabled. 

-conntype <type> 

Specifies the Java Management Extensions (JMX) connector type to use for connecting to the deployment manager. Valid types are Simple Object Access Protocol (SOAP) or Remote Method Invocation (RMI). 

-includeapps 

By default the addNode program does not carry over applications from the stand-alone servers on the new node to the cell. This option tells addNode to attempt to include applications from the new node. If the application already exists in the cell, a warning is printed and the application is not installed into the cell. 

By default, during application installation, application binaries are extracted in the install_root/installedApps/cellName directory. After addNode, the cell name of the configuration on the node that you added changes from the base cell name to the deployment manager cell name. The application binaries are located where they were before addNode was performed, for example, install_root/installedApps/old_cellName. 

If the application was installed by explicitly specifying the location for binaries as the following:

${APP_INSTALL_ROOT}/${CELL}

where variable ${CELL} specifies current cell name, then upon addNode the binaries are moved to the following directory: 

${APP_INSTALL_ROOT}/currentCellName

Note: You have to use the -includeApps option to migrate all the applications to the new cell. Federating the node to a cell using addNode command does not merge any cell level configuration including virtualHost information. If the virtual Host and aliases for the new cell does not match WebSphere Application Server, you will not be able to access the applications running on the servers. You have to manually add all the virtualHost and host aliases to the new cell using the administrative console running on the deployment manager.

-startingport <portnumber> 

Allows you to specify a port number to use as the base port number for all node agent and jms server ports created during addNode. This allows you to control which ports are defined for these servers, rather than using the default port values. The starting port number is incremented in order to calculate the port number for every node agent port and jms server port configured during addNode. 

-help 

Prints a usage statement. 

-? 

Prints a usage statement. 

Examples

This program does the following: 

· It copies the base WebSphere Application Server cell configuration to a new cell structure. This new cell structure matches the structure of deployment manager. 

· It creates a new node agent definition for the node that the cell incorporates. 

· It sends commands to the deployment manager to add the documents from the new node to the cell repository. 

· It performs the first configuration synchronization for the new node (ensures it is in sync with the cell). 

· It launches the node agent process for the new node. 

For information about port numbers, see port number settings in WebSphere Application Server versions.

Note: The default Red Hat installation creates an association between the hostname of the machine and the loopback address -- 127.0.0.1. In addition, the /etc/nsswitch.conf file is set up to use /etc/hosts before trying to look up the server using a name server. This can cause failures when trying to add or administrate nodes when the deployment manager or application server is running on Red Hat. 

If your deployment manager or your application server is running on Red Hat, perform the following operations on your Red Hat machines to ensure that you can successfully add and administrate nodes: 

· Remove the 127.0.0.1 mapping to the local host in /etc/hosts 

· Edit /etc/nsswitch.conf so that the hosts line reads:

hosts:         dns files

The following examples demonstrate correct syntax:

addNode testhost 8879

addNode deploymgr 8879 -trace (produces addNode.log file)

addNode host25 8879 -nowait (does not wait for node agent process)

where 8879 is the default port. 

Example output:

D:\WebSphere\AppServer\bin>addnode <dmgr_host>

ADMU0116I: Tool information is being logged in file

           D:\WebSphere\AppServer\logs\addNode.log

ADMU0001I: Begin federation of node <node_name> with Deployment Manager at





 <dmgr_host>:8879.

ADMU0009I: Successfully connected to Deployment Manager Server: <dmgr_host>:8879.

ADMU0505I: Servers found in configuration:

ADMU0506I: Server name: server1

ADMU2010I: Stopping all server processes for node <node_name>

ADMU0512I: Server server1 cannot be reached. It appears to be stopped.

ADMU0024I: Deleting the old backup directory.

ADMU0015I: Backing up the original cell repository.

ADMU0012I: Creating Node Agent configuration for node: <node_name>

ADMU0014I: Adding node <node_name> configuration to cell: <cell_name>

ADMU0016I: Synchronizing configuration between node and cell.

ADMU0018I: Launching Node Agent process for node: <node_name>

ADMU0020I: Reading configuration for Node Agent process: nodeagent

ADMU0022I: Node Agent launched. Waiting for initialization status.

ADMU0030I: Node Agent initialization completed successfully. Process id is:

           2340

ADMU0523I: Creating Queue Manager for node <node_name> on server jmsserver

ADMU0525I: Details of Queue Manager creation may be seen in the file:

           createMQ.<node_name>_jmsserver.log

ADMU9990I:

ADMU0300I: Congratulations! Your node <node_name> has been successfully

           incorporated into the <cell_name> cell.

ADMU9990I:

ADMU0306I: Be aware:

ADMU0302I: Any cell-level documents from the stand-alone <node_name>

configuration have not been migrated to the new cell.

ADMU0307I: You might want to:

ADMU0303I: Update the configuration on the <cell_name> Deployment Manager

           with values from the old cell-level documents.

ADMU9990I:

ADMU0306I: Be aware:

ADMU0304I: Because -includeapps was not specified, applications installed on

           the stand-alone node were not installed on the new cell.

ADMU0307I: You might want to:

ADMU0305I: Install applications onto the <cell_name>  cell using wsadmin

           $AdminApp or the Administrative Console.

ADMU9990I:

ADMU0003I: Node <node_name> has been successfully federated.



Port number settings in WebSphere Application Server versions

This topic provides reference information about identifying port numbers in versions of WebSphere Application Server, as a means of determining port conflicts that might occur when you intend for an earlier version to coexist or interoperate with Version 5.

Version 3.5.x port numbers
Resolve port conflicts by inspecting the configuration of the Version 3.5.x product, either WebSphere Application Server Advanced Edition or WebSphere Application Server Standard Edition. When the administrative server is running, use this command to examine current node and port settings: 

xmlConfig -export config.xml -nodeName theNodeName
Look for the OSE Remote port assignments. 

WebSphere Application Server Version 3.5.x default port definitions in the admin.config file
	Port name
	Standard Edition
	Advanced Edition

	
	Value
	Value

	lsdport (Location Service Daemon)
	9000
	9000

	bootstrapPort
	900
	900

	LSDSSL (With security on)
	9001
	9001


Version 4.0.x port numbers
For WebSphere Application Server Advanced Single Server Edition, Version 4.0.x: Inspect the server-cfg.xml file to find the Web container HTTP transports port values for the configuration. 

For WebSphere Application Server Advanced Edition, Version 4.0.x: When the administrative server is running, use this command to extract the configuration from the database:

xmlConfig -export config.xml -nodeName theNodeName
Look for the Web container HTTP transports port assignments. 

WebSphere Application Server Version 4.0.x port definitions
	Port name
	Value
	Advanced Edition
	Enterprise Edition
	Advanced Single Server Edition

	
	
	File 
	File 
	File 

	bootstrapPort
	900
	admin.config
	admin.config
	server-cfg.xml

	lsdPort
	9000
	
	
	

	LSDSSLPort
	9001
	
	
	

	HTTP transport port
	9080
	database
	database
	

	HTTPS transport port
	9443
	
	
	

	Admin Console HTTP transport port
	9090
	
	
	

	ObjectLevelTrace
	2102
	
	
	

	diagThreadPort
	7000
	
	
	


Version 5 port numbers
You can use the administrative console to configure the Version 5 application server, to resolve conflicting ports. 

WebSphere Application Server Version 5 default port definitions
	Port name
	WebSphere Application Server
	Network Deployment
	File

	
	Value
	Value
	

	HTTP_TRANSPORT
	9080
	Not applicable
	· server.xml 

· virtualhosts.xml 

	HTTPS Transport Port (HTTPS_TRANSPORT)
	9443
	Not applicable
	

	HTTP Admin Console Port (HTTP_TRANSPORT_ADMIN)
	9090
	9090
	

	HTTPS Admin Console Secure Port (HTTPS_TRANSPORT_ADMIN)
	9043
	9043
	

	Internal JMS Server (JMSSERVER_SECURITY_PORT)
	5557
	Not applicable
	server.xml

	JMSSERVER_QUEUED_ADDRESS
	5558
	Not applicable
	serverindex.xml

	JMSSERVER_DIRECT_ADDRESS
	5559
	Not applicable
	

	BOOTSTRAP_ADDRESS
	2809
	9809
	

	SOAP_CONNECTOR-ADDRESS
	8880
	8879
	

	DRS_CLIENT_ADDRESS
	7873
	7989
	

	SAS_SSL_SERVERAUTH_LISTENER_ADDRESS
	0
	9401
	

	CSIV2_SSL_SERVERAUTH_LISTENER_ADDRESS
	0
	9403
	

	CSIV2_SSL_MUTUALAUTH_LISTENER_ADDRESS
	0
	9402
	

	IBM HTTP Server Port
	80
	Not applicable
	· virtualhosts.xml 

· plugin-cfg.xml 

	IBM HTTPS Server Admin Port
	8008
	Not applicable
	plugin-cfg.xml


	CELL_DISCOVERY_ADDRESS
	Not applicable
	7277
	serverindex.xml

	ORB_LISTENER_ADDRESS
	Not applicable
	9100
	

	CELL_MULTICAST_DISCOVERY_ADDRESS
	Not applicable
	7272
	


When you federate an application server node into a deployment manager cell, the deployment manager instantiates the nodeagent server process on the application server node. The nodeagent server uses these port assignments by default:

WebSphere Application Server Version 5 default port definitions for the nodeagent server process
	Port name
	Value
	File

	BOOTSTRAP_ADDRESS 
	2809
	serverindex.xml 

	ORB_LISTENER_ADDRESS
	9900
	

	SAS_SSL_SERVERAUTH_LISTENER_ADDRESS
	9901
	

	CSIV2_SSL_MUTUALAUTH_LISTENER_ADDRESS
	9101
	

	CSIV2_SSL_SERVERAUTH_LISTENER_ADDRESS
	9201
	

	NODE_DISCOVERY_ADDRESS
	7272
	

	NODE_MULTICAST_DISCOVERY_ADDRESS
	5000
	

	DRS_CLIENT_ADDRESS
	7888
	

	SOAP_CONNECTOR_ADDRESS
	8878
	


When you federate an application server node with the embedded messaging server feature into a deployment manager cell, the deployment manager instantiates a JMS server process, jmsserver, on the application server node. The JMS server uses these port assignments by default:

WebSphere Application Server Version 5 JMS server default port definitions
	Port name
	Value
	File

	JMSSERVER_DIRECT_ADDRESS 
	5559
	serverindex.xml 

	JMSSERVER_QUEUED_ADDRESS
	5558
	

	SOAP_CONNECTOR_ADDRESS
	8876
	

	JMSSERVER SECURITY PORT
	5557
	server.xml


Cell setup:

When you installed the WebSphere Application Server Network Deployment product, a cell was created. A cell provides a way to group one or more nodes of your Network Deployment product. You probably will not need to reconfigure the cell. To view information about and manage a cell, use the settings page for a cell.
Steps for this task

1. Access the settings page for a cell. Click System Administration > Cell from the navigation tree of the administrative console. 

2. (Optional)   If the protocol that the cell uses to retrieve information from a network is not appropriate for your system, select the appropriate protocol. By default, a cell uses Transmission Control Protocol (TCP). If you want the cell to use User Diagram Protocol, select UDP from the drop-down list for Cell Discovery Protocol on the settings page for the cell. It is unlikely that you will need to change the cell's protocol configuration from TCP. 

3. (Optional)   Specify an end point to hold the discovery address. An end point designates a host name and port. You can specify any string; for example, my_cell_endpoint. It is unlikely that you will need to change the cell's end point configuration. 

4. (Optional)   Click Properties and define any name-value pairs needed by your deployment manager. 

5. (Optional)   When you installed the WebSphere Application Server Network Deployment product, a node was added to the cell. You can add additional nodes on the Node page. Click Nodes to access the Node page, which you use to manage nodes. 

Node setup:

Managing nodes

A node is a grouping of managed servers. To view information about and manage nodes, use the Nodes page. To access the Nodes page, click System Administration > Nodes in the console navigation tree.

Steps for this task

1. Add a node. 

a. Ensure that an application server is running on the remote host for the node that you are adding. Also ensure that the application server has a SOAP connector on the port for the host. 

b. Go to the Nodes page and click Add Node. On the Add Node page, specify a host name and SOAP connector port for the deployment manager, then click OK. 

The node is added to the WebSphere Application Server environment and the name of the node appears in the collection on the Nodes page.

2. (Optional)   If the discovery protocol that a node uses is not appropriate for the node, select the appropriate protocol. On the Nodes page, click on the node to access the settings for the node. Select a value for Discovery Protocol. By default, a node uses Transmission Control Protocol (TCP). You will likely not need to change a node's protocol configuration from TCP. However, if you do need to change the discovery protocol value, here are some guidelines: 

· For a managed process, use multicast. A ManagedProcess supports multicast only because multicasting allows all application servers in one node to listen to one port instead of to one port for each server. A benefit of using multicast is that you do not have to configure the discovery port for each application server or prevent conflicts in ports. A drawback of using multicast is that you must ensure that your machine is connected to the network when application servers (not including the node agent) launch because a multicast address is shared by the network and not by the local machine. If your machine is not connected to the network when application servers launch, the multicast address will not be shared with the application servers. 

· For a node agent or deplyment manager, use TCP or UDP. Do not use multicast. 

· (Optional)   Define a custom property for a node. 

. On the Nodes page, click on the node for which you want to define a custom property. 

a. On the settings for the node, click Custom Properties. 

b. On the Property collection page, click New. 

c. On the settings page for a property instance, specify a name-value pair and a description for the property, then click OK. 

a. If you added a node or changed a node's configuration, synchronize the node's configuration. On the Node Agents page, ensure that the node agent for the node is running. Then, on the Nodes page, put a checkmark in the check box beside the node whose configuration files you want to synchronize and click Synchronize or Full Resynchronize. 

Clicking either button sends a request to the node agent for that node to perform a configuration synchronization immediately, instead of waiting for the periodic synchronization to occur. This is important if automatic configuration synchronization is disabled, or if the synchronization interval is set to a long time, and a configuration change has been made to the cell repository that needs to be replicated to that node. Settings for automatic synchronization are on the File Synchronization Service page.

Synchronize requests that a node synchronization operation be performed using the normal synchronization optimization algorithm. This operation is fast but might not fix problems from manual file edits that occur on the node. So it is still possible for the node and cell configuration to be out of synchronization after this operation is performed.

Full Resynchronize clears all synchronization optimization settings and performs configuration synchronization anew, so there will be no mismatch between node and cell configuration after this operation is performed. This operation can take longer than the Synchronize operation.

1. (Optional)   Stop servers on a node. On the Nodes page, put a checkmark in the check box beside the node whose servers you want to stop running and click Stop. 

1. (Optional)   Remove a node. On the Nodes page, put a checkmark in the check box beside the node you want to delete and click Remove Node. 

Node agent collection

Use this page to view information about node agents. Node agents are administrative agents that monitor application servers on a host system and route administrative requests to servers. A node agent is the running server that represents a node in a Network Deployment environment.

To view this administrative console page, click System Administration > Node Agents > node_agent.

Name 

Specifies a logical name for the node agent server. 

Node 

Specifies a name for the node. The node name is unique within the cell. 

A node name usually is identical to the host name for the computer. That is, a node usually corresponds to a physical computer system with a distinct IP host address.

Status 

Indicates whether the node agent server is started or stopped. 

Note that if the status of servers such application servers is Unavailable, the node agent is not running in the servers' node and you must restart the node agent before you can start the servers.

Node settings

Use this page to view or change the configuration or topology settings for a node instance.

To view this administrative console page, click System Administration > Nodes > node_name.

Configuration tab
Name 

Specifies a logical name for the node. The name must be unique within the cell. 

A node name usually is identical to the host name for the computer.

	Data type
	String


Discovery Protocol 

Specifies the protocol used by servers to discover the presence of other servers. 

Select from one of three protocol options:

UDP 

User Datagram Protocol (UDP) 

TCP 

Transmission Control Protocol (TCP) 

multicast 

IP multicast protocol 

	Data type
	String

	Default
	TCP

	Range
	Valid values are UDP, TCP, or multicast


