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Executive Overview

This document isintended for System Adminigtrators, System Architects, IT
Managers and other IT professonds interested in increasing gpplication
avalability through the use of VERITAS Cluster Server (VCS). This white paper
isintended to provide information on configuration and use of the second-
generation High Availability product, VERITAS Clugter Server. The white paper
will describe terminology, technology and common configurations. It is not
designed to replace standard VERITAS documentation, but rather to act asan
additiond source of informetion for IT professonaswishing to deploy the
VERITAS Cluster Server

This paper is part of a series on VCS. Other papers include Managing Application
Availability with VCS, VCS Daemons and Communications, VCS Agent
Development and VCS Frequently Asked Questions.

Credits
Specid thanks to the following VERITAS folks.

Darshan Joshi, Shardul Divatia, Phil French and Kaushd Dda and the rest of the
VCS Engineering team for answering hundreds of questions.

Tom Stephensfor providing theinitid FAQ lit, guidance, humor and congtant
review

Evan Marcus for providing customer needs, multiple review cycles and co-
authoring what is, in my opinion, the best book on High Availability published,
“Blueprints for High Availahility. Desgning Resllient Digributed Sysems’

VCS Building Blocks

At firgt glance, VCS seems to be a very complex package. By bresking the
technology into understandable blocks, it can be explained in amuch smpler
fashion. The following section will describe each mgor building block inaVCS
configuration. Understanding each of these items aswell asinteraction with
othersis key to understanding VCS. The primary items to discussinclude the
following:

Clugters
Resources and resource types
Resource Categories

Agents
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Agent Classfications
Service Groups
Resource Dependencies

Heartbeat

Clusters

A sngle VCS clugter congsts of multiple systems connected in various
combinations to shared storage devices. VCS monitors and controls applications
running in the cluster, and can restart gpplications in response to a variety of
hardware or software faults. A cluster is defined as dl systems with the same
cluster-1D and connected via a set of redundant heartbeat networks. (See the VCS
Daemons and Communications white paper for a detailed discussion on cluster ID
and heartbeat networks). Clusters can have from 1 to 32 member systems, or
“nodes’. All nodesin the cluster are constantly aware of the status of al resources
on dl other nodes. Applications can be configured to run on specific nodes in the
cluster. Storage is configured to provide access to shared application data for
those systems hosting the application. In that respect, the actual storage
connectivity will determine where applications can be run. Nodes sharing access

to storage will be “digible’ to run an application. Nodes without common storage
cannot faillover an gpplication that stores datato disk.

Within asngle VCS clugter, dl member nodes must run the same operating
system family. For example, a Solaris cluster would consist of entirely Solaris
nodes, likewise with HP/UX and NT clugters. Multiple clusters can dl be
managed from one central console with the Cluster Server Cluster Manager.

The Cluster Manager dlows an adminigtrator to log in and manage avirtudly
unlimited number of VCS dugers, usng one common GUI and command line
interface. The common GUI and command line interface is one of the most
powerful features of VCS. NT and Unix versons have an identical user interface.

Resources and Resource Types

Resources are hardware or software entities, such as disks, network interface
cards (NICs), IP addresses, applications, and databases, which are controlled by
VCS. Contralling aresource means bringing it online (Sarting), taking it offline
(stopping) as well as monitoring the hedlth or status of the resource.

Resources are classified according to types, and multiple resources can be of a
gngletype; for example, two disk resources are both classfied as type Disk. How
VCS starts and stops a resource is specific to the resource type. For example,
mounting starts afile system resource, and an IP resource is started by
configuring the 1P address on a network interface card. Monitoring a resource
means testing it to determineif it isonline or offline. How VCS monitors a
resource is aso specific to the resource type. For example, afile system resource
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tests as online if mounted, and an |P address tests as online if configured. Each
resource is identified by a name that is unique among dl resources in the cludter.

Different types of resources require different levels of control. Most resource
types are classified as “On-Off” resources. In this case, VCS will start and stop
these resources as necessary. For example, VCSwill import a disk group when
needed and deport when it is no longer needed.

VCS aswell as externd applications may need other resources. An example is
NFS daemons. V CS requires the NFS daemons to be running to export afile
system. There may dso be other file systemns exported locadly, outsde VCS
control. The NFS resource is classified as“ OnOnly”. VCS will start the daemons
if necessary, but does not stop them if the service group is offlined.

Thelast leve of control isaresource that cannot be physicaly onlined or offlined,
yet VCS needs the resource to be present. For example, a NIC cannot be started or
stopped, but is necessary to configure an IP address. Resources of thistype are
classfied as“ Persgtent” resources. VCS monitors to make sure they are present
and hedlthy. Failure of a persstent resource will trigger a Service Group failover.

VCSincludes a set of predefined resources types. For each resource type, VCS
has a corresponding agent. The agent provides the resource type specific logic to
control resources.

Agents

The actions required to bring aresource online or take it offline differ

sgnificantly for different types of resources. Bringing adisk group online, for
example, requires importing the Disk Group, whereas bringing an Oracle database
online would require starting the database manager process and issuing the
appropriate sartup command(s) to it. From the cluster engine's point of view the
same result is achieved—making the resource available. The actions performed
are quite different, however. VCS handles this functiona disparity between
different types of resources in a particularly elegant way, which dso makesit
smple for gpplication and hardware developersto integrate additiona types of
resources into the cluster framework.

Each type of resource supported in a cluster is associated with an agent. An agent
isan ingalled program designed to control a particular resource type. For
example, for VCSto bring an Oracle resource online it does not need to
understand Oracle; it aSmply passes the online command to the OracleAgent. The
Oracle Agent knows to call the server manager and issue the gppropriate startup
command. Since the structure of cluster resource agents is sraightforward, it is
relaively easy to develop agents as additiond cluster resource types are

identified.
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VERITAS Cluster Server

VCS agents are “multi threeded”. This means single VCS agent monitors multiple
resources of the same resource type on one hogt; for example, the DiskAgent
manages al Disk resources. VCS monitors resources when they are online as well
as when they are offline (to ensure resources are not started on systems where
there are not supposed to be currently running). For this reason, VCS sarts the
agent for any resource configured to run on a system when the cluster is started.

If there are no resources of a particular type configured to run on a particular
system, that agent will not be started on any system. For example, if thereare no
Oracle resources configured to run on a system (as the primary for the database,
aswdl asacting as a“falover target”), the OracleAgent will not be started on that
sysem.

Classifications of VCS Agents

Bundled Agents
Agents packaged with VCS are referred to as bundled agents. They include agents
for Disk, Mount, IP, and several other resource types. For a complete description
of Bundled Agents shipped with the VCS product, see the VCS Bundled Agents

Guide.

Enterprise Agents
Enterprise Agents are separately packaged agents that that can be purchased from
VERITAS to control popular third party applications. They include agents for
Informix, Oracle, NetBackup, and Sybase. Each Enterprise Agent shipswith
documentation on the proper ingtdlation and configuretion of the agent.
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Storage Agents
Storage agents provide control and access to specific kinds of enterprise storage,

such as the Network Appliance Filer series and the VERITAS SERVPoint NAS
Appliance.

Custom Agents
If acustomer has a specific need to control an gpplication that is not covered by
the agent types listed above, a custom agent must be developed. VERITAS
Enterprise Consulting Services provides agent development for customers, or the
customer can choose to write their own. Refer to the VERITAS Cluster Server
Agent Developers Guide, which is part of the standard documentation distribution
for more information on creeting VCS agents.

Service Groups

Service Groups are the primary difference between first generation HA packages
and second generation. Early systems used the entire server asaleve of

granularity for failover. If an goplication failed, al gpplications were migrated to a
second machine. Second generation HA packages such as VCS reduce the level of
granularity for gpplication control to asmaller levd. Thissmdler container

around applications and associated resources is called a Service Group. A service
group is a set of resources working together to provide gpplication servicesto
clients.

For example, aweb agpplication Service Group might consst of:
Disk Groups on which the web pages to be served are stored,
A volume built in the disk group,
A file sysem using the volume,
A database whose table spaces are files and whose rows contain page pointers,
The network interface card (NIC) or cards used to export the web service,
One or more | P addresses associated with the network card(s), and,
The application program and associated code libraries.

VCS performs administrative operations on resources, including starting,

stopping, restarting, and monitoring at the Service Group leve. Service Group
operationsinitiate adminigtrative operations for dl resources within the group. For
example, when a sarvice group is brought online, al the resources within the
group are brought online. When afalover occursin VCS, resources never failover
individudly — the entire service group that the resource is a member of is the unit



Using VERITAS Cluster Server 9/13/01
Page 9

of falover. If there is more than one group defined on a server, one group may
falover without affecting the other group(s) on the server.

From aclugter standpoint, there are two significant aspectsto this view of an
gpplication Service Group as a collection of resources.

If a Service Group isto run on a particular server, dl of the resources it
requires must be available to the server.

The resources comprising a Service Group have interdependencies; that is,
some resources (e.g., volumes) must be operational before other resources
(e.g., thefile system) can be made operationd.

Resource dependencies

One of the most important parts of a service group definition is the concept of
resource dependencies. As mentioned above, resource dependencies determine the
order specific resources within a Service Group are brought online or offline when
the Service Group is brought offline or online. For example, aVxXVM Disk Group
must be imported before volumes in the disk group can be started and volumes
must start before file systems can be mounted. In the same manner, file systems
must be unmounted before volumes are stopped and volumes stopped before disk
groups deported. Diagramming resources and their dependencies forms a graph.

In VCS terminology, resources are Parents or Children. Parent resources appear at
the top of the arcs that connect them to their child resources. Typicdly, child
resources are brought online before parent resources, and parent resources are
taken offline before child resources. Resources must adhere to the established
order of dependency. The dependency graph is common shorthand used to
document resource dependencies within a Service Group. Theillugtration shows
aresource dependency graph for acluster service.
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Application
requires
database and
IP address

IP Address

Volume
requires

DiskGroup

In the figure above, the lower (child) resources represent resources required by the
upper (parent) resources. Thus, the volume requires that the disk group be online,
the file system requires that the volume be active, and so forth. The application
program itsalf requires two independent resource sub trees to function—a

database and an IP address for client communications.

VCSincludes alanguage for specifying resource types and dependency
relaionships. The High Availability Daemon, HAD uses resource definitions and
dependency definitions when activating or deectivating gpplications. In generd,
child resources must be functioning before their parents can be sarted. Referring
to the figure above for example, the disks and the network card could be brought
online concurrently, because they have no interdependencies. When dl child
resources required by a parent are online, the parent itsdf is brought online, and
50 on up the tree, until findly the application program itself is Sarted.

Similarly, when deectivating a service, the cluster engine begins a the top of the
graph. In the example above, the gpplication program would be stopped firdt,
followed by the database and the IP address in pardld, and so forth.

Types of Service Groups

VCS sarvice groups fall in two categories, depending on whether they can berun
on multiple servers Smultaneoudly.
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Failover Groups
A failover group runs on one system in the clugter at atime. Failover groups are

used for most application services, such as most databases, NFS servers and any
other gpplication not designed to maintain data consistency when multiple copies
are started.

The VCS engine assures that a sarvice group is only online, partidly online or in
any gtates other than offline (such as attempting to go online or attempting to go
offline).

Parallel Groups
A pardle group can runs concurrently on more than one system inthe cluster at a

time.

A pardld service group is more complex than afailover group. It requires an
gpplication that can safely be started on more than one system a atime, with no
threat of data corruption. Thisis explained “Managing Application Availability
with VERITAS Cluster Server” under Horizonta Scaling.

In red world customer indalations, parald groups are used less than 1% of the
time.

Cluster Communications (Heartbeat)

V CS uses private network communications between cluster nodes for cluster
maintenance. This communication takes the form of nodes informing other nodes
they are dive, known as heartbeat, and nodes informing al other nodes of actions
taking place and the status of al resources on a particular node, known as cluster
status. This cluster communication takes place over a private, dedicated network
between cluster nodes. VERITAS requires two completely independent, private
networks between al cluster nodes to provide necessary communication path
redundancy and alow VCSto discriminate between anetwork failure and a
system falure.

VCS uses a purpose built communication package, comprised of the Low Latency
Trangport (LLT) and Group Membership/Atomic Broadcast (GAB). These
packages function together as a replacement for the IP stack and provide arobus,
high-speed communication link between systems without the latency induced by
the norma network stack.

VCS communications are discussed in detail in the white paper “VCS Daemons
and Communications’

Putting the pieces together.

How do dl these piecestie together to form a cluster? Understanding this makes
the rest of VCSfairly ample. Let’ stake avery common example, atwo-node
clugter serving asingle NFSfile sysem to dlients. The cluster itself congsts of
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two nodes, connected to shared storage to alow both serversto access the data
needed for the file system export.

In this example, we are going to configure asingle Service Group cdled
NFS_Group that will be failed over between ServerA and ServerB as necessary.
The service group, configured as a Failover Group, consists of resources, each
one with a different resour ce type. The resources must be started in a specific
order for everything to work. Thisis described with resource dependencies.
Finaly, in order to control each specific resource type, VCS will require an agent.
The VCS engine, HAD, will read the configuration file and determine what agents
are necessary to control the resourcesin this group (as well as any resourcesin
any other service group configured to run on this system) and start the
corresponding VCS Agents. HAD will then determine the order to bring up the
resources based on resource dependency statementsin the configuration. When it
istime to online the service group, VCS will issue online commands to the proper
agentsin the proper order. The following drawing is a representation of aVCS
service group, with the appropriate resources and dependencies for the NFS
Group. The method used to display the resource dependenciesisidentical to the
VCS GUI.

nfs_group_hme0 home_share

- NFS_nfs_group_lG. home_mount

- shared_dg1

In this configuration, the VCS engine would start agents for DiskGroup, Mount,
Share, NFS, NIC and IP on al systems configured to run this group. The resource
dependencies are configured as follows:



Using VERITAS Cluster Server 9/13/01
Page 13

The /home file system, shown as home_mount requires the Disk Group
shared_dg1 to be online before mounting

The NFS export of the home file system requires the home file system to
be mounted as wdll as the NFS daemons to be running.

The high availability IP address, nfs_IP requires the file system to be
shared as well as the network interface to be up, represented as
nfs_group_hme0.

The NFS daemons and the Disk Group have no lower (child)
dependencies, so they can Sart in paralld.

The NIC resource is a persistent resource and does not require starting..

The NFS Group can be configured to Sart automaticaly on either nodein the
example. It can then move or falover to the second node based on operator
command, or automaticdly if the first node fails. VCS will offline the resources
garting at the top of the graph and start them on the second node starting at the
bottom of the graph.

Common cluster configuration tasks

Regardiess of overdl clugter intent, severd steps must be taken in dl new VCS
cluster configurations. These include VCS heartbeat setup, storage configuration
and system layout. The following section will cover these basics.

Heartbeat network configuration

V CS private communications’heartbest is one of the most critical configuration
decisions, as VCS uses this path to control the entire cluster and maintain a
coherent state. Loss of heartbeat communications due to poor network design can
cause system outages, and at worst case even data corruption.

It is absolutely essentid that two completely independent networks be provided
for private VCS communications. Completely independent means there can be no
single failure that can disable both paths. Careful attention must be paid to wiring
runs, network hub power sources, network interface cards, etc. To State it another
way, “the only way it should be possible to lose dl communications between two
sysgemsisfor one sysemtofall. If any falure can remove dl communications
between systems, AND il leave systems running and capable of accessing
shared storage, a chance for data corruption exists.

To st up private communications, first choose two independent network interface
cards within each system. Use of two ports on amulti-port card should be
avoided. To interconnect, VERITAS recommends the use of network hubs from a
qudity vendor. Crossover cabling between two node clustersis acceptable,
however the use of hubs dlows future cluster growth without system heartbest
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interruption of exigting nodes. Next ensure the hubs are powered from separate
power sources. In many cases, tying one hub to the power source for one server
and the second hub to power for the second server provides adequate redundancy.
Connect systems to the hubs with professionaly built network cables, running on
separate paths. Ensure a single wiring bundle or network patch pand problem
cannot affect both cable runs.

Depending on operating system, ensure network interface speed and duplex
settings are hard set and auto negotiation is disabled.

Test the network connections by temporarily assigning network addresses and use
telnet or ping to verify communications. Y ou must use different 1P network
addresses to ensure traffic actualy usesthe correct port. VERITAS aso provides
alayer-2 connectivity test caled “dipiping” that can be used to test network
connectivity without configuring | P addresses.

The InstalVCS script (Solaris verson 1.3 and above and HP version 1.3.1 Patch 3
and above) will configure actud VCS heartbest a alater time. For manua VCS
communication configuration, see the VCS Daemons and Communications white

paper..

To add more robust heartbest capabilities, in addition to the two private networks,
additiona heartbeat capability may be added on the customer public network
(referred to asa“low priority” heartbeat) and over disk channels (referred to as
“gabdisk”). These additional heartbest capabilities are discussed in the VCS
Daemons and Communications white paper.

Storage Configuration.
Asdescribed in “ Storage congiderations’ in Managing Application Availability
with VERITAS Cluster Server, VCSisadedgned asa“shared datd’ high
availability product. In order to failover an gpplication from one node to another,
both nodes must have direct access to the data storage. This can be accomplished
with dual hosted SCSl or a Storage Area Network. The use of replicated data
indtead of shared disk is only supported in very limited configurations and will not
be discussed in this document.

Dual hosted SCSI
Dud hosted SCSl has been around for anumber of years and workswell in
smdler configurations. Its primary limitation is scalability. Typicdly two and a
most four systems can be connected to asingle drive array. Large storage vendors
such as EMC provide high-end arrays with multiple SCSI connectionsinto an
array to overcome this problem. In most cases however, the nodes will be
connected to asmple array in a configuration like the following diagram.
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Public network

Host Host
D=5 ID=7
Private
== \
Networks
Dual Hosted
external
SCSI Array

Notice the SCSl Host ID settings on each system. A typica SCSI bus has one
CS Initiator (Controller or Host Bus Adapter) and one or more SCS Targets
(Drives). To configure adual hosted SCSI configuration, one SCSI Initiator or
SCSI Host ID must be set to a vaue different than its peer. The SCSI ID must be
chosen so it does not conflict with any drive ingtaled or the peer initiator.

The method of setting SCS Initiator 1D is dependant on the system manufacturer.

Sun Microsystems provides two methods to set SCSI ID. Oneis a the EEPROM
level and affectsal SCSl controllersin the system. It is set by changing the scsi-
initiator-id vaue in the Open Boot Prom, such as setenv scsi-initiator-id = 5. This
change affects al SCSl contrallers, including the interna contraller for the system
disk and CD-ROM. Be careful when choosing anew controller 1D to not conflict
with the boot disk, floppy drive or CD-ROM. On most recent Sun systems, ID 5is
apossible choice. Sun systems can also set SCSI 1D on a per controller basisif
necessary. Thisis done be editing the SCS driver contral file in the /kernd/drv

area. For details on setting SCSI 1D on a per controller bases, please seethe VCS
Ingalation Guide,

NT/Intel sysems aretypicaly set on a per controller basis with a utility package
provided by the SCSl controller manufacturer. Thisis available during system
boot time with a command sequence such as <cntrl S> or <cntrl U> or as a utility
run from within NT. Refer to your system documentation for details.

HP/UX systems vary between platforms. On recent 800 class servers, SCSI
initiator vaues are set from the system prom.
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The most common problem seen in configuring shared SCSl storageis duplicate
SCSl Ids. A duplicate SCSI ID will, in many cases, exhibit different symptoms
depending on whether there are duplicate controller I1ds or a controller ID
conflicting with adisk drive. A contraller conflicting with adrive will often
manifest itself as “phantom drives’. For example, on a Sun system with adrive ID
conflict, the output of the format command will show 16 drives, ID 0-15 attached
to the bus with the conflict. Duplicate controller Ids are a very serious problem,
yet are harder to spot. SCSI controllers are dso known as SCSl Initiators. An
initiator, as the name implies, initistes commands. SCSl drives aretargets. Ina
norma communication sequence, atarget can only respond to a command from
am initiator. If an initiator sees acommeand from an initiator, it will beignored.
The problem may only manifest itself during S multaneous commeands from both
initiators. A controller could issue acommand, and see aresponse from adrive
and assume al was wdll. This command may actudly have been from the peer
system. The origind command may have not happened. Carefully examine
systems attached to shared SCSI and make certain controller ID is different.

The following is an example of atypica shared SCS configuration.

Start with the storage attached to one system. Terminate the SCS bus at
the array.

Power up the host system and array.

Verify dl drives can be seen with the operating system using available
commands such as format or ioscan.

Identify what SCSI drive ID’s are used in the array and internal SCSl
drivesif present.

Identify the SCSI contraller ID. On Sun systems, thisis displayed at
sysem boot. NT systems may require launching the SCSl configuration
utility during system boot.

Identify asuitable ID for the controller on the second system.

o0 ThisID must not conflict with any drivein the array or the peer
controller.

o If you planto st dl controllersto anew ID, as done from
EEPROM on a Sun system, ensure the controller ID chosen on the
second system does not conflict with internal SCSl devices.

Set the new SCSl controller 1D on the second system. It may be a good
ideato test boot at this point.
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Power down both systems and the externa array. SCSI controllers or the
array may be damaged if you attempt to “hot-plug” a SCSl cable.
Disconnect the SCS terminator and cable the array to the second system.

Power up the array and both systems. Depending on hardware platform,
you me be able to check for array connectivity before the operating system
is brought up.

o0 On Sun systems, halt the boot process at the boot prom. Use the
command probe-scsi-all to verify the disks can be seen from the
hardware level on both systems. If this works, proceed with a boot
— to reconfigure the Solaris /dev entries.

0 OnNT sysems, most SCSl adapters provide a utility available
from the boot sequence. Entering the SCSl utility will dlow you to
view attached devices. Verify both systems can see the shared
storage, verify SCSl controller ID one last time and then boot the
sysems.

Boot console messages such as * unexpected SCSI reset” are anormal
occurrence during the boot sequence of a system connected to a shared
array. Most SCSl adapters will perform abus reset during initiaization.
The error message is generated when it seesareset it did not initiate

(initiated by the peer).

Storage Area Networks
Storage Area networks or SANs have dramatically increased configuration
capability and scdability in cluster environments. The use of Fibre Channd fabric
switches and loop hubs allow storage to be added with no dectrica interruption to
the host system as well as diminates termination issues.

Configuration stepsto build aVCS cluster on a SAN differ depending on SAN
architecture.

Depending on system design, it islikely you will not be able to verify disk
connectivity before system boot. It is not necessary to set initiator ID’sin a SAN
environment.. Once the necessary Host Bus Adapters are ingtalled and cabled,
boot the systems and verify connectivity as outlined below.

Storage Configuration Sequence
VCS requires the underlying operating system to be able to see and access shared
dorage. After ingdling the shared array, verify the drives can be seen from the
operating system. In Solaris, thef or mat command can be used. On HP, use the
i oscan —C di sk command,orsmply i oscan

Once disk accessis verified from the operating system, it is time to address cluster
storage requirements. Thiswill be determined by the application(s) that will be
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run in the cluster. The rest of this section assumes the ingdler will be using the
VERITAS Volume Manager VXVM to control and alocate disk storage.

Recdl the discussion on Service Groups. In this section it was stated that a service
group must be completely sdf-contained, including storage resources. From a
VXVM perspective, this means a Disk Group can only belong to one service
group. Multiple service groups will require multiple Disk Groups. Volumes may
not be created in the VXV M rootdg for usein VCS, as rootdg cannot be deported
and imported by the second server.

Determine the number of Disk Groups needed as well as the number and size of
volumes in each disk group. Do not compromise disk protection afforded by disk
mirroring or RAID to achieve the storage sizes needed. Buy more disks if

necessary!

Perform dl VXVM configuration tasks from one server. It is not necessary to
perform any volume configuration on the second server, asdl volume
configuration data is stored within the volume itself. Working from one server
will significantly decrease chances of errors during configuration.

Creste required file systems on the volumes. On Unix systems, the use of
journded file sysems is highly recommended (VXFS or Online JFS) to minimize
recovery time after a system crash. On NT systems, utilize the NTFS file system.
Do nat configure file systems to automatically mount at boot time. Thisisthe
respongbility of VCS. Test access to the new file systems.

On the second server, create dl necessary file system mount points to mirror the
first server. At this point, it is recommended the VxVM disk groups be deported
from the first server and imported on the second server and files systems test
mounted.

Application setup

One of the primary difficulties new VCS users encounters is “trying to get
gpplicationsto work in VCS'. Very rardly is the trouble with VCS, but rather the
application itsdlf. VCS has the capability to sart, stop and monitor individua
resources. It does not have any magic hidden powers to sart applications. Stated
samply, “if the application can not be garted from the command ling, VCS will

not be able to gart it”. Understanding thisis the key to smple VCS deployments.
Manualy testing that an gpplication can be started and stopped on both systems
before VCS isinvolved will save lots of time and frudration.

Another common question concerns application ingall locations. For example, in
asmple two-node Oracle configuration, should the Oracle binaries be ingaled on
the shared storage or locally on each system? Both methods have benefits.
Ingtdling application binaries on shared storage can provide smpler
adminigtration. Only one copy must be maintained, updated, etc. Ingtdling
Separate copies dso has its strong points. For example, ingalling local copies of
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the Oracle binaries may alow the offline system to upgraded with the latest
Oracle patch and minimize application downtime. The offline system is upgraded,
the service group is failed over to the new patched verson, and the now offline
system is ypgraded. Refer to the Oracle section for more discussion on this topic.

Chose whichever method best sLits your environment. Then ingal and test the
gpplication on one server. When thisis successful, deport the disk group, import
on the second server and test the application runs properly. Detalls like system file
modifications, file sysem mount points, licensing issues, etc. are much eader to
sort out at thistime, before bringing the cluster package into the picture.

While inddling, configuring and testing your application, document the exact
resources needed for this gpplication and what order they must be configured.
Thiswill provide you with the necessary resource dependency details for the VCS
configuration. For example, if your application requires 3 file sysems, the
beginning resource dependency is disk group, volumes, file systems.

Public Network details

VCS sarvice groups require an |1P address for client access. This address will be
the High Avallahility address or “floating” address. During afalover, this address
is moved from one server to another. Each server configured to host this service
group must have aphysical NIC on the proper subnet for the HA |P address. The
physicd interfaces must be configured with afixed IP address a dl times. Clients
do not need to know the physical addresses, just the HA |P address. For example,
two servers have hosthames SystemA and SystemB, with |P addresses of IP
192.168.1.1 and 192.168.1.2 respectively. The clients could be configured to
access SystemAB at 192.168.1.3. During the cluster implementation, name
resolution systems such as DNS, NIS or WINS will need to be updated to
properly point clientsto the HA address.

VCS cannot be configured to fall an IP address between subnets. Whileit is
possible to do with specific configuration directives, moving an IP addressto a
different subnet will make it inaccessible and therefore usdess.

Initial VCS install and setup

VERITAS provides a setup script caled InstallVCSthat automates the ingdlation
of VCS packages and communication setup. In order to run this utility, rsh access
must be temporarily provide between cluster nodes. This can be done by editing
the /.rhostsfile and providing root rsh access for the duration of the ingtall.
Following software ingtdll, rsh access can be disabled. Please see the VCS
Ingdlation Guide for detailed ingructions on the IngtalVV CS utility.

Communication verification

The IngtdlV CS utility on Unix and the NT setup utility create avery basc
configuration with LLT and GAB running and a basic configuration file to dlow
VCSto dart. At thistime, it isagood practice to verify VCS communications.
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Usethel | t st at command to verify that links are activefor LLT. This
command returns information about the linksfor LLT for the syslem on which it
istyped. Refer tothel | t st at(1M) manua page for more information. In the
folowingexample,/ sbi n/ 1 1tstat —n istyped oneachsyseminthe
clugter.

Server A# |ltstat —n
Output resembles:

LLT node information:
Node State Links

*0 OPEN 2

1 OPEN 2

Server A#

ServerB# |ltstat -n

Output resembles;

LLT node information:
Node State Links

0 OPEN 2

*1 OPEN 2

Server B#

Note that each system has two links and that each system isin the oren State. The
asterisk (*) denotes the system on which the command is typed.

To verify GAB is operating, usethe/ sbi n/ gabconfi g —a command.

Server A# [ sbi n/ gabconfig -a
If GAB is operating, the following GAB port membership information is returned:

GAB Port Memberships

Port a gen a36e0003 membership 01
Port h gen fd570002 membership 01

Port a indicaesthat GAB iscommunicating between systems. The A port can
be considered GAB-to-GAB communications between nodes. gen a36e0003
isarandom generation number, and menber shi p 01 indicatesthat sysemsO
and 1 are connected.

Port h indicatesthat VCSis started. Port H can be considered HAD-to-HAD
communication between nodes. gen f d570002 isarandom generation
number, and menmber shi p 01 indicatesthat sysems0 and 1 areboth
running VCS.

If GAB is not operating, no GAB port membership information is returned:
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GAB Port Menber shi ps

If only one network is connected, the following GAB port membership
informetion is returned:

GAB Port Menbershi ps

Port a gen a36e0003 nmenbership 01
Port a gen a36e0003 jeopardy 1
Port h gen fd570002 nenbership 01
Port h gen fd570002 jeopardy 1

For more information on Jeopardy, see VCS Daemons and Communications

Cluster operation
To verify that the cluster is operating, usethe/ opt / VRTSvcs/ bi n
hast at us —sunmar y command.

Server A# hastatus -summary

The output resembles:
- SYSTEM STATE
-- System State Frozen
A SystemA RUNNI NG 0
A SystenB RUNNI NG 0

Note the sysem gate. If the valueis RUNNI NG, VCSis successtully ingtdled and
running. Refer to hast at us(1M) manua page for more information.

If any problems exig, refer to the VCS Ingdlation Guide, Verifying LLT, GAB
and Cluster operation for more informeation.

VCS Configuration concepts

The following sections will describe the basics of V CS configuration and
configuration file maintenance.

Configuration file locations

VCS uses two main configuration filesin a default configuration. Themai n. cf
file describes the entire cluster, and thet ypes. cf filedescribesingdled
resource types. By default, both of these filesreside in the

/ et c/ VRTSvcs/ conf/ conf i g directory Additiond filessmilar to types.cf
may be present if additiond agents have been added, suchasOr acl et ypes. cf
or Sybaset ypes. cf
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Main.cf file contents

Themai n. cf fileisthe snglefile used to define an individud duder. The
overd| format of the main.cf fileis asfollows

Include clauses
Include clauses are used to bring in resource definitions. At aminimum, the
typescf fileisincluded. Other type definitions must be configured as
necessary. Typicdly, the addition of VERITAS VCS Enterprise Agents will
add additiond type definitionsin their own files, aswell as custom agents
developed for this duster. Mogt customers and VERITAS consultants will not
modify the provided types.cf file, but instead cregte additiond type files.
Clugter definition
The cluster section describes the overdl dtributes of the cluster. This
includes:
Cluster name
Cluster GUI users
Sydem definitions
Each system designated as part of the clugter islisted in this section. The
names listed as system names must maich the name returned by theunane —
a commeand in Unix. If fully qudified domain names are used, an additiona
file / et ¢/ VRTSvcs/ conf/ sysname must be created. Seethe VCS
Ingalation Guide for more information on the use of the sysnamefile. System
names are preceded with the keyword “ system”. For any system to be used in
alater service group definition, it must be defined here! Think of thisasthe
overdl st of sysems available, with each service group being a subset.
smp definition (see Enabling SNNP Traps for more information)
Searvice group definitions
The sarvice group definition isthe overdl atributes of this particular service
group. Possible attributes for a service group are: (Seethe VCS users Guide
for acomplete list of Service Group Attributes)
SysemLig
0 Ligdl sygemsthat can run this service group. VCSwill not
alow asarvice group to be onlined on any system not in the
group’s system list. The order of sysemsin the list defines, by
default, the priority of systems used in afailover. For example,
SystenList = { ServerA, ServerB, ServerC } would
configure sysa to be the first choice on failover, followed by
sysb and so on. System priority may aso be assigned explicitly
in the SysemL.igt by assgning numeric values to each system
name. For example: Syst eni st{} = { ServerA=0,
ServerB=1, ServerC=2 } isidentica to the preceding
example. But in this case, the adminigtrator could change
priority by changing the numeric priority values. Also note the
different formetting of the“{}” characters. Thisis detailed
later in this section under “Attributes.”
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AutoStartList
0 TheAutoStartList defines the system that should bring up the
group on afull clugter gart. If this sysemisnot up when dl
others are brought online, the service group will remain off
line. For example: Aut oStartList = { ServerA }.

Resource definitions

This section will define each resource used in this service group. (And only
this service group). Resources can be added in any order and hacf will reorder
in dphabetica order thefirg time the config fileis run.

Service group dependency clauses

To configure a service group dependency, place the keyword requires clause
in the service group declaration within the VCS configuration file, before the
resource dependency specifications, and after the resource declarations.
Resource dependency clauses

A dependency between resources isindicated by the keyword requires
between two resource names. Thisindicates that the second resource (the
child) must be online before the first resource (the parent) can be brought
online. Conversdy, the parent must be offline before the child can be taken
offline. Also, faults of the children are propagated to the parent. Thisisthe
most common resource dependency

Sample Initial configuration

When VCSisingdled with the IngalVVCS utility, there is a very basic main.cf
created with the cluster name, systemsin the cluster and a GUI user “admin” with

the password “ password”.

Thefollowing is an example of the main.cf for dugter “demo” and systems
1] WSGYIA" a,ﬁ 1] Q/SGT]B”

i nclude "types.cf"

cluster deno (
User Names = { adm n = cDRpdxPnHpzS }
)

system Syst emA
system SystenB

Sample Two node asymmetric NFS cluster

The following section will walk through a basic two-node cluster exporting an
NFSfile sysem. The systems are configured as follows:

Savers SarverA and ServerB
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Storage: One VXV M disk group, shared1

File Sysem: /home

IP address: 192.168.1.3 IP_nfsl

Public interface: hme0

ServerA is primary location to start the NFS_groupl
The resource dependency tree looks like the following example. Notice the IP
address is brought up last. In an NFS configuration thisisimportant, asit prevents

the client from accessing the server until everything is ready. Thiswill prevent
unnecessary “ Stade Filehandle€’ errors on the clients and reduce support cdls.

nfs_group_hme0 home_share

- NFs_nfs_group_lﬁ. home_mount

- shared_dg1

Example main.cf file
Comments in the example are preceded with “#’. Placing actua commentsin the

main.cf fileis not possible, snce the hacf utility will remove them when it parses
thefile

i nclude "types.cf"
cluster deno (
User Names = { admi n = cDRpdxPrmHpzS }
)

system Server A
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system ServerB
snmp vcs

# The followi ng section will describe the NFS group. This group
# definition runs till end of file or till next instance of the
# keyword group

group NFS_groupl (
SystenlList = { ServerA, ServerB }
AutoStartList = { ServerA}

)

Di skGroup DG sharedl (
Di skGroup = sharedl

)

IP IP_nfsl (
Devi ce = hnme0
Address = "192.168.1. 3"
)

Mount Mount _hone (
Mount Poi nt = "/export/hone"
Bl ockDevi ce = "/dev/vx/dsk/sharedl/ home_vol "
FSType = vxfs
Mount Opt = rw
)

NFS NFS _groupl 16 (
Nservers = 16

)

NI C NI C_groupl _hnme0 (
Devi ce = hne0
Net wor kType = et her
)

Share Share_hone (
Pat hName = "/export/hone"

)

| P_nfsl requires Share_hone

I P_nfsl requires NI C groupl_hne0
Mount _home requires DG sharedl
Share_home requires NFS_groupl_16
Share_hone requires Munt_hone

Resource type definitions

The types.cf file describes standard resource types to the VCS engine. Thefile
describes the data necessary to control a given resource. Thefollowingisan
example of the DiskGroup resource type definition.
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type Di skG oup (

static int NunThreads = 1

static int OnlineRetryLimt =1

static str ArgList[] = { DiskGoup, StartVol unes,
St opVol unes, MonitorOnly }

NameRul e = resource. Di skG oup

str Di skGroup

str StartVolunmes =1

str StopVolunes =1

The types definition performs two very important functions. Firg it defines the

sort of vauesthat may be set for each atribute. In the DiskGroup example, the
NumThreads and OnlineRetryLimit are both classfied asint, or integer. Signed
integer congtants are a sequence of digits from 0to 9. They may be preceded by a
dash, and are interpreted in base 10.

The DiskGroup, StartV olumes and StopVolumes are strings. As described in the
Users Guide: A gtring is a sequence of characters enclosed by double quotes. A
string may aso contain double quotes, but the quotes must be immediately
preceded by a backdash. A backdash is represented in astring as\\. Quotes are
not required if a string begins with aletter, and contains only Ietters, numbers,
dashes (-), and underscores ().

The second critica piece of information provided by the type definition isthe
“ArgLig”. Theline“datic str ArgList [] = { xxx, yyy, zzz } definesthe order that
parameters are passed to the agents for starting, stopping and monitoring
resources. For example, when VCS wishes to online the disk group “shared dgl”,
it passes the online command to the DiskGroupAgent with the following

arguments (shared_dgl shared dgl 1 1 <null>). Thisis the online command, the
name of the resource, then the contents of the ArgList. Since MonitorOnly is not
&, itispassed asanull. Thisis dways the case: command, resource name,
ArgLig.

For another example, look at the following main.cf and types.cf pair representing
an |P resource:

P nfs_ipl (
Devi ce = hnme0
Address = "192.168.1. 201"
)

type IP (

static str ArgList[] = { Device, Address, NetMask, Options,
ArpDel ay, IfconfigTwi ce }

NameRul e = I P_ + resource. Addr ess

str Device
str Address
str Net Mask
str Options
int ArpDelay = 1
int IfconfigTw ce
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In this example, we configure the high availability address on interface hmeQ.
Notice the double quotes around the IP address. The string contains periods and
therefore must be quoted. The arguments passed to the IPAgent with the online
command (nfs_ipl hme0 192.168.1.201 <null> <null> 1 <null>).

The VCS engine passes the identicad arguments to the IPAgent for online, offline,
clean and monitor. It is up to the agent to use the arguments that it needs. Thisisa
very key concept to understand later in the custom agent section.

All resource names must be unique in aVCS cluger. If anameis not pecified,
the hacf utility will generate a unique name based on the “NameRule’ The
NameRule for the above example would provide a name of “IP_192.168.1.201"

For more information on creating custom resource type definitions as well as
custom agents, see the VCS Custom Agents white paper.

Attributes

V CS components are configured using “ attributes’. Attributes contain data
regarding the cluster, systems, service groups, resources, resource types, and
agents. For example, the vaue of a service group’s SystemL it attribute specifies
on which systems the group is configured, and the priority of each system within
the group. Each attribute has a definition and avaue. Y ou define an attribute by
specifying its data type and dimengon. Attributes aso have default vaues that are
assgned when avalue s not specified.

Data Type Description

String A gtring isasequence of characters enclosed by double
quotes. A string may aso contain double quotes, but the
quotes must be immediately preceded by abackdash. A
backdash isrepresented in astring as\.

Quotes are not required if astring begins with aletter, and
contains only letters, numbers, dashes (-), and underscores
(). For example, agiring defining a network interface such
as hme0 does not require quotes as it contains only |etters
and numbers. However astring defining an I1P address
requires quotes, such as: “192.168.100.1" sincethe IP
contains periods.

Integer Signed integer congtants are a sequence of digitsfrom 0 to
9. They may be preceded by adash, and are interpreted in
base 10. In the example above, the number of timesto
retry the online operation of a DiskGroup is defined with
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an integer:

static int OnlineRetryLimt =1

Boolean

A boolean is an integer, the possble vaues of which are 0
(false) and 1 (true). From the main.cf example above,
SNMP is enabled by setting the Enabled attribute to 1 as
follows

Enabled = 1

Dimension

Description

Scdar

A scdar has only one vadue. Thisisthe default dimension.

Vector

A vector isan ordered list of values. Each valueisindexed
using a postive integer beginning with zero. A set of
brackets ([]) denotes that the dimension is a vector.
Brackets are specified after the attribute name on the
attribute definition. For example, to desgnate a

dependency between resource types specified in the service

group ligt, and al instances of the respective resource type:
Dependenci es[] = { Munt, Disk, DiskGoup }

Keylist

A Kkeylig isan unordered list of gtrings, and each string is
unique within thelist. For example, to designate the ligt of
systems on which a service group will be started with VCS
(usualy at system boot):

AutoStartList = { sysa, sysb, sysc }

Association

An asociation is an unordered list of name-vaue pairs.
Each pair is separated by an equal sign. A set of braces ({})
denotes that an attribute is an association. Braces are
specified after the atribute name on the attribute definition.
For example, to designate the list of systems on which the
sarvice group is configured to run and the system'’s
priorities:

SystenlList() = { sysa=1l, sysb=2, sysc=3}

Type dependant attributes

Type dependant attributes are those attributes, which pertain to a particular
resource type. For example the “BlockDevice’ attributeis only relevant to the
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Mount resource type. Similarly, the IPAddress attribute pertains to the IP resource
type.

Type independent attributes
Type independent attributes are attributes that apply to al resource types. This
meansthereisaset of attributes that al agents can understand, regardless of
resource type. These attributes are coded into the agent framework when the agent
is developed. Attributes such as RestartLimit and MonitorInterval can be et for
any resource type. These type independent attributes must till be set on a per
resource type basis, but the agent will understand the vaues and know how to use
them.

Resource specific attributes
Resource specific attributes are those attributes, which pertain to a given resource
only. These are discrete va ues that define the “ persondity” of a given resource.
For example, the IPAgent knows how to use an IPAddress attribute. Actudly
setting an IP addressis only done within a specific resource definition. Resource
specific atributes are set in the main.cf file

Type specific attributes
Type specific attributes refer to attributes, which are set for dl resources of a
specific type. For example, setting Monitorinterva for the 1P resource affects all
IP resources. This vaue would be placed in the types.cf file. In some cases,
attributes can be placed in either location. For example, setting “ StartVolumes =
1" in the DiskGroup types.cf entry would default StartV olumes to true for all
DiskGroup resources. Placing the value in main.cf would set StartVolumeson a
per resource vaue

In the following examples of types.cf entries, we will document several methods
to set type specific atributes.

In the example below, StartVolumes and StopVolumesis set in types.cf. This sets
the default for dl DiskGroup resources to automaticaly sart al volumes
contained in adisk group when the disk group isonlined.  Thisisamply a
default. If no value for StartVolumes or StopVolumesis st in main.cf, it will they
will defaullt to true.

type Di skGoup (
static int NunThreads = 1
static int OnlineRetryLimt =1
static str ArgList[] = { DiskGoup, StartVol unes,
St opVol umes, MonitorOnly }
NarmeRul e = resource. Di skGroup
str Di skGoup
str Start Vol unes
str St opVol unes

1
1
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Adding the required linesin main.cf will dlow this vaue to be overridden. In the
next excerpt, the main.cf is used to override the default type specific attribute with
aresource specific atribute

Di skGroup shared_dgl (
Di skGroup = shared_dgl
StartVolunmes = 0
St opVol unes = 0

)

In the next example, changing the StartV olumes and StopV olumes attributes to
datic sr disables main.cf from overriding.

type Di skGroup (

static int Numlfhreads = 1

static int OnlineRetryLimt =1

static str ArgList[] = { DiskGoup, StartVol unes,
St opVol unes, MonitorOnly }

NanmeRul e = resource. Di skG oup

str Di skG oup

static str StartVolunmes =1

static str StopVolunes =1

Local and Global attributes
An attribute whose value gppliesto al sysemsisglobal in scope. An attribute
whose vaue gpplies on a per-system basisislocal in scope. The“at” operator
( @) indicates the system to which aloca vaue applies. An example of local
attributes can be found in the MultiNICA resource type where | P addresses and
routing options are assgned on a per machine basis.

Mul ti Nl CA mmic (

Device@ysa = { 1e0 = "166.98.16. 103", ¢fe3
Device@ysb = { 1e0 = "166.98. 16. 104", ¢fe3
Net Mask = "255. 255. 255. 0"

ArpDelay = 5

Options = "trailers”

Rout eOpti ons@ysa
Rout eOpt i ons@yshb
)

"166. 98. 16. 103" }
"166. 98. 16. 104" }

"default 166.98.16.103 0"
"default 166.98.16.104 0"

Modifying the Configuration

VCS offers three ways to modify an existing configuration. These can be grouped
as“onling’ and “offling”, depending on whether VCS is up during the
modification or not. When VCS initids starts up, it reads in a configuration from
disk when it sarts up and dl other systems build from this “in-memory” copy.
This means that editing the configuration file on disk does not affect the running
cluster. Please carefully review the next section of Configuration File Replication
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Modifying the main.cf file
Modifying the main.cf file with atext editor is probably the overall easest
method to make large changes or additions to the cluster. Entire group definitions
can be copied and pasted and modified at the administrator’ s leisure. The
downside isthe cluster must be stopped and restarted to make the changes take
effect. The required changes can be made while the cluster is operationa, then
briefly stopped and restarted at alow impact time. One item to note, VCS writes
out any necessary changes to the running main.cf to the on disk verson when it
exits, so it is best to copy the copy you wish to modify to another name. For
example, copy main.cf to vartmp/main.cf. Then make dl necessary editsto this
file. When you are complete, verify thefileby running hacf —verify
[var/tnmp. Thecluster canthen be stopped andthe/ var /t np/ mai n. cf
copiedto/ et ¢/ VRTSvcs/ conf/ conf i g directory and the cluster restarted
on this node.

One other possible method hereisto usethehast op —f orce —al | command
to stop the cluster and leave applications running. The cluster can then be restarted
to reed in the new configuration.

Modifying the configuration from the command line

Modifying the VCS configuration is done while the clugter is online (it is not
possible to modify the cluster when the cluster is stopped, of HAD is stopped on
the node you are working from).

Modifications are done with sandard VCS command line interface (CL1)
commands. These commands are documented in the VCS users Guide under
“Adminigering VCS from the Command Line".

Please see the “ Sample NFS Configuration * for an example of adding a Service
Group from the command line.

Modifying the configuration using the GUI
The VCS GUI provides avery powerful, easy to use method to control and
maintain your cluster. Please see the VCS Users Guide, “About the VCS GUI” for

more information on creating GUI users, adding VCS clugters to the Cluster
Monitor configuration and using the VCS GUI.

Adding SNMP traps

VCS inserts SNMP trap information in the main.cf file the first time the
configuretion is saved. To enable traps to be sent to a SNMP monitor console, the
monitor console IP and port must be configured and SNMP enabled. The
following main.cf example shows an enabled SNMP configuration

snnp ves (

Enabled = 1

| PAddr = “192.168.1.101"
Port = 100
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TraplLi st { 1 ="A new system has joined the VCS Cluster",
"An existing system has changed its state",

"A service group has changed its state",

"One or nore heartbeat |inks has gone down",
"An HA service has done a manual restart",

"An HA service has been nmanually idled",

"An HA service has been successfully started" }

~NOoO O~ WN
[ T e O A I 11

Using Proxy Resources

A proxy resource alows aresource configured and monitored in a separate
service group to be mirrored in aservice group. Thisis provided for two reasons.

Reduce monitoring overhead. Configuring multiple resources pointing a
the same physical device adds unnecessary monitoring overhead. For
example, if multiple service groups use the same NIC device, dl
configured resources would monitor the same NIC. Using a proxy
resource alows one Service group to monitor the NIC and this statusis
mirrored to the proxy resource.

Determine status of an OnOff Resourcein a different Service Group. VCS
OnOff resources may only exist on one Service Group in a Failover group
configuration.

Examples of usng a proxy resource follow in the NFS example.

Configuration File Replication

VCS uses areplicated configuration file to diminate any sngle point of falure.
The duger engineis responsible for distributing the current copy of the
configuration to dl running members as well as any new joining members.

From ahigh level, when a node starts up, it checks if any other node is dready up
and running. If so, it will obtain the configuration from the running node. If not,

and the gtarting node has a vdid configuration copy, it will build from itslocal
copy. Any node gtarting after would then build from this node. When a node shuts
down, it automaticaly writes the current running configuration out to disk.

The VCS configuration replication processis avery powerful tool for maintaining
large clusters. However, it does require some additional knowledge to properly
work with the dugter engine during configuration modification.

The following sections will detail the VCS startup and shutdown process and all
possible state trandtions during each process.

VCS startup
Thefollowing diagram shows the possible state transitions when V CS garts up.
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When adugter member initidly starts up, it trangtionsto the INITING gate. This
is had doing generd dart-up processing. The syssem must then determine where
to get its configuration. It first checks if the loca on-disk copy isvdid. Vdid
means the main.cf file passes verification, and thereisnot a“. st al e” fileinthe
config directory (more on .stae later).

If the config is vdid, the sysem trangitions to the
CURRENT_DISCOVER WAIT date. Hereit islooking for another systemin
one of the following statess ADMIN_WAIT, LOCAL_BUILD or RUNNING.

If another system isin ADMIN_WAIT, this sysem will dso trangtion to
ADMIN_WAIT. The ADMIN_WAIT gateisavery rare occurrence and can
only happen in one of two Stuations.

When anodeisin the middle of aremote build and the node it isbuilding
from dies and there are no other running nodes.

When doing aloca build and hacf reports an error during command file
generation. Thisisavery corner case, as hacf was dready run to

determine the locdl fileisvaid. Thiswould typicaly require an 1/0O error
to occur while building the loca configuration.

If another system is building the configuration from its own on-disk config
file (LOCAL_BUILD), this sysem will trangtion to
CURRENT_PEER WAIT and wait for the peer system to complete. When
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the peer trangtions to RUNNING, this system will do aREMOTE_BUILD to
get the configuration from the peer.

If another system isdready in RUNNING sate, this sysem will do a
REMOTE_BUILD and get the configuration from the peer.

If no other systems arein any of the 3 dates listed above, this system will
trangtion to LOCAL_BUILD and generate the cluster config from its own on disk
config file. Other systlems coming up &fter this point will do REMOTE_BUILD.

If the system comes up and determines the locd configuration is not vaid, i.e.
does not pass verification or hasa“.gd€’ file, the system will shift to

STALE _DISCOVER WAIT. The system then looks for other systemsin the
following states: ADMIN_WAIT, LOCAL_BUILD or RUNNING.

If another system isin ADMIN_WAIT, this sysem will dso trangtion to
ADMIN_WAIT

If another system is building the configuration from its own on-disk config

file (LOCAL_BUILD), this sysem will trangtionto STALE_PEER WAIT
and wait for the peer systemn to complete. When the peer trangitions to
RUNNING, this system will do aREMOTE_BUILD to get the configuration
from the peer.

If another system isdready in RUNNING sate, this sysem will do a
REMOTE_BUILD and get the configuration from the peer.

If no other sysem isin any of the three states above, this system will transition to
STALE_ADMIN_WAIT. It will remain in this Sate until another peer comes up
with avalid config file and doesaLOCAL_BUILD. This sysem will then
trangtion to STALE_PEER WAIT, wait for the peer to finish, then trangtion to
REMOTE_BUILD and finaly RUNNING.

VCS Shutdown
The following diagram shows the possible state trandtions on a VVCS shutdown.
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There are three possible ways a system can leave arunning cluster: Using hastop,
using hastop —force and the system or HAD faulting.

In the left-most branch, we see an “unexpected exit” and a state of FAULTED.
Thisisfrom the peer’s perspective. If a systlem suddenly stops communicating via
heartbest, dl other systems in the cluster mark its sate as faulted. The main.cf

will not be written to disk on this system (any earlier copy will remain)

In the center branch, we have anormd exit. The system leaving informsthe
clugter that it is shutting down. It changes state to LEAVING. It then offlines dl
service groups running on this node. When al service groups have gone offline,
the current copy of the configuration is written out to main.cf. At this point, the
system trangitions to EXITING. The system then shuts down had and the peers
see this systlem as EXITED.

In the right-most branch, the administrator forcefully shuts down anode or dl
nodes with “hastop —force’ or “hastop —dl —force’. With one node, the system
trangtionsto an EXITING_FORCIBLY gate. All other systems see this
trangtion. On the local node, dl service groups remain online and HAD exits. The
current copy of the configuration is not written to disk.
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Stale configurations

There are severd ingtances where VCS will come up in agtde sate. Thefirg is
having a configuration file that is not vdid. If running hacf —verify produces any
errors, thefileis not valid. The sacond is opening the configuration for writing
while VCSis running with the GUI or by thecommand hacf —maker w. When
the config is opened, VCS writes a .stde file to the config directory on each
system. The .gtde is removed when thefile is once again read-only (Closed with
the GUI or with thecommand hacf —naker o —dunp). If asysemis
shutdown with the configuration open, the .gde file will remain. Note: VCS 1.3
and above warns the user when attempting to stop the cluster with the
configuration file open for writing.

VCS can ignore the .stae problem by starting had with “ hastart —force”. Y ou must
fird verify thelocd main.cf isactualy correct for the cluster configuration.

Working examples

Thefollowing examples will darify the process of main.cf file replication and
State Startup issues.

The examples will use the two-node cluster described earlier, caled “demo’. The
two systems are ServerA and ServerB.

In the first example, the adminigtrator starts with both systems running, with HAD
stopped on both nodes. The main.cf ismodified on SystemA to add new
resources. The user will then start HAD on SystemA. HAD will enter the initing
dete After initidization, it will determineif itslocal copy of main.cf isvaid. If

the adminigtrator performed a verification of the main.cf file as detailed in the

next section, it should be vaid. SystemA will dso look for .gdefilein the config
directory. If thefile isvalid, and no .stale exigts, the engine will then look for
another running system to build from. Since SystemaA is the only running system,

it will build from the loca config file and trangtion to running. SystemB can then
be started. It will perform the same set of checks, then build from SystemA.
SystemB writes a copy of the configuration obtained from SystemA when HAD is
stopped or the user explicitly dumps the configuration withthehaconf —dunp
command (see Modifying the Configuration). If the node were to crash or lose
power prior to this event, the configuration will not be written to disk. Thisisonly
aproblem if SystemA were a0 to lose power. In this scenario, SystemA and
SystemB both have avaid configuration, however SystemA has amore up to date
configuration. If SystemB were alowed to come up firg, followed by SystemA,
the older configuration on SystemB would be used. To prevent this, dways dump
the running configuration after it isloaded and vdidated the firg time.

For the next example, we will use the same cludter. In this case, the cluster is now
up and running and the user opens the cluster configuration for writing with the
command line or the GUI. Thiswill write a . gdefileto dl sygemsrunning in the
clugter. The .gtde is not removed until the cluster configuration is closed and



Using VERITAS Cluster Server 9/13/01
Page 37

written out to disk. If the cluster crashes or powers off (or isforcibly stopped)
before the .stde isremoved, it will causea STALE_ ADMIN_WAIT condition the
next time the cluster is Sarted. Thisisto tell the adminigtrator thet changesin
progress were not completed before the cluster was stopped. When the cluster
comesup in STALE ADMIN_WAIT, the administrator needs to check to main.cf
fileto determine if any changes are required. Then verify the config file and Sart
the nodeinwork with hast art —f or ce.

A third example highlights a common problem seen with administrators not

familiar with configuration verification and replication. SysemA and SystemB

both have VCS stopped. SystemA gets a configuration change, but is not verified.
When SystemA is sarted, it errors out on the bad configuration. The user does not
check if VCS actualy started (hastatus would show STALE ADMIN_WAIT) and
then garts SystemB, which has avalid, but older configuration. SystemA will

then build from SystemB, essentidly overwriting the recent changes. The actud
changes made to main.cf are not logt, they are actualy saved to main.cf.previous
on SystemA. The problem remains that the cluster is now running with the wrong
configuration. This can be solved by verifying the main.cf prior to garting VCS
after changes aswell as checking to ensure a .aefileis not present.

In the last example, the customer opens the configuration with the GUI and leaves
the configuration open. A power outage takes down both servers. The cluster will
comeupinaSTALE ADMIN_WAIT date dueto the .stdefilein the
configuration directory. This can be cleared by examining the main.cf to seeif it
iscorrect, running thehacf —veri f y command, and if no errors, sarting HAD
withhast art —f orce.

NFS Sample Configurations

Two node symmetrical NFS configuration

The following example will add a second NFS service Group, NFS_Group2. This
group will be configured to normally run on the second system in the clugter. The
systems are configured as follows:

Servers. ServerA and ServerB
Storage: One disk group, shared2
File System: /source-code

IP address: 192.168.1.4 |IP_nfs2
Public interface: hme0

ServerB is primary location to start the NFS_Group2



Using VERITAS Cluster Server 9/13/01
Page 38

Example main.cf file
Comments in the example are preceded with “#’. The second service group

definition begins after the first and is preceded with the keyword “ group”

i nclude "types.cf"
cluster HA-NFS (

)

system Server A
system ServerB
snmp vcs

group NFS_Groupl (
SystenlList = { ServerA, ServerB }

AutoStartList = { ServerA }
)

Di skGroup DG sharedl (
Di skGroup = sharedl

)

IP IP_nfsl (
Devi ce = hnme0
Address = "192.168.1. 3"
)

Mount Mount _homne (
Mount Poi nt = "/export/hone"
Bl ockDevi ce = "/dev/vx/dsk/sharedl/ home_vol "
FSType = vxfs
Mount Opt = rw
)

NFS NFS _groupl 16 (
)

NI C NI C_groupl _hnme0 (
Devi ce = hne0
Net wor kType = et her
)

Share Share_hone (
Pat hName = "/export/honme"

)

I P_nfsl requires Share_hone
IP_nfsl requires NI C groupl__hnme0
Mount _home requires DG sharedl
Share_hone requires NFS_groupl_16
Share_hone requires Munt _hone

# Now we can begin the second service group definition
group NFS_Group2 (
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SystenlList = { ServerA, ServerB }
AutoStartList = { ServerB }

)

Di skGroup DG shared2 (
Di skGroup = shared2

)
# Note the second VxVM DiskGroup. A disk group may only exist ina single

failover

#service group, so a second disk group isrequired.
IP 1P _nfs2 (

Devi ce = hne0

Address = "192.168. 1. 4"

)

Mount Mount _sour cecode (
Mount Poi nt = "/export/sourcecode"”
Bl ockDevi ce = "/dev/vx/dsk/shared2/ code_vol "
FSType = vxfs
Mount Opt = rw
)

NFS NFS _group2_16 (
)

NI C NI C_group2_hnme0 (
Devi ce = hne0
Net wor kType = et her
)

Share Share_sourcecode (
Pat hName = "/ export/sourcecode"

)

| P_nfs2 requires Share_sourcecode

I P_nfs2 requires N C _group2_hne0

Mount _sourcecode requires DG shared2

Shar e_sour cecode requires NFS_group2_16
Shar e_sour cecode requires Munt_sourcecode

Command line modification example

The following example will show the steps required to add the second service
group shown above from the VCS command line

Open the config for writing

haconf —makerw

Add the new ServiceGroup

hagrp —add NFS _group?2

hagrp -nodify NFS _group2 Systeniist SystemA SystenB
hagrp -nodi fy NFS _group2 AutoStartList SystenB

Add the resources
hares —add DG shared2 Di skG oup NFS group?2
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hares —nodi fy DG shared2 Di skGroup shared2
hares —add I P_nfs2 I P NFS_group2

hares —nodify I P_nfs2 Device hneO

hares —nodify I P_nfs2 Address “192.168. 1. 4"
hares —nodify I P_nfs2 Enabled 1

hares —add Mount _sourcecode Mount NFS group2
hares —nodi fy Mount _sour cecode Mount Poi nt

“/ export/sourcecode”

hares —nodi fy Mount _sourcecode Bl ockDevi ce
“/dev/ vx/ dsk/ shared2/ code_vol”

hares —nodi fy Mount _sourcecode Mount Opt rw
hares —nodi fy Mount _sourcecode FSType vxfs
hares —nodify Mount_sourcecode Enabled 1

hares —add Share_sourcecode Share NFS group2
hares —nodi fy Share_sourcecode O flineNFSRestart O
hares —nodify Share_sourcecode Options “ -0 anon=0 ”
hares —nodi fy Share_sourcecode Pat hName

“/ export/sourcecode”

hares —nodify Share_sourcecode Enabled 1

hares —add NFS group2_16 NFS NFS _group2
hares —nodi fy NFS group2 16 Enabled 1

hares —add NI C group2_hnme0 NI C NFS _group?2
hares —nodi fy N C _group2_hmeO Device hne0
hares —nodify N C group2_hme0O Networ kType et her
hares —nodify N C_group2_hme0O Enabled 1

Create the dependencies

Hares —link I P_nfs2 Share_sourcecode

Hares —link IP_nfs2 N C group2_hne0

Hares -l ink Mount _sourcecode DG shared2

Hares —link Share_sourcecode NFS group2_16
Hares —link Share_sourcecode Mount sourcecode

Close the configuration and push the changes
haconf —dunp —makero

Using a NIC proxy
The following main.cf example will show using a NIC resource in one group and
aproxy resource in the second group. Notice the second group requires statement

points to the proxy. Also notice the actuad hme0 device is used in the device line
for the IP resource.
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Example main.cf file

i nclude "types.cf"
cluster HA-NFS (

system Server A
system ServerB
snmp vcs

group NFS_Groupl (
SysteniList = { ServerA, ServerB }
AutoStartList = { ServerA }
)

Di skGroup ...
Mount

NFS ...
Share ...

IP IP_nfsl (
Devi ce = hnme0
Address = "192.168.1. 3"
)

NI C NI C_groupl _hnme0 (
Devi ce = hne0
Net wor kType = et her
)

Requi renents ...

group NFS_Group2 (
SysteniList = { ServerA, ServerB }
AutoStartList = { ServerB }
)

Di skGroup ...
Mount

NFS . ..
Share ...

IP IP_nfs2 (
Devi ce = hnme0
Address = "192.168.1.4"
)

Proxy NI C _Proxy (
Target ResNane = NI C_groupl_hme0
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| P_nfs2 requires Share_sourcecode
I P_nfs2 requires N C _Proxy
Ot her requirenents

Configuring a parallel NIC group and using Proxy
The example above has saverd important limitations:

Deeting or modifying the first group can effect the second group

The proxy isonly visble to sysemsin the sysem ligt for the first group. If

later groups are added along with additional nodes, they will be unable to
usethe NIC_proxy

The following main.cf example will add anew group that runs as apardle group
on dl sysemsin the cluster. Since each server needs NFS daemons running, the
NFS resource will be moved here aswedl. This example will dso show the use of
the Phantom resource. The phantom resource is used to dlow agroup with no Or+
Off resources.

Example main.cf

i nclude "types.cf"
cluster HA-NFS (

system Server A
system ServerB
snmp vcs

group Parallel_Service (
SysteniList = { ServerA, ServerB }
AutoStartList = { ServerA, ServerB }
Parallel =1

)

NI C NI C Publicl (
Devi ce@ber ver A hmeO
Devi ce@er ver B hme0
Net wor kType = et her

)

NFS NFS 16 (
)

Phant om NI C_NFS_Phant om (
)

group NFS _Groupl (
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SystenlList = { ServerA, ServerB }
AutoStartList = { ServerA}

)

Di skGroup ...
Mount
Share ...

IP IP_nfsl (
Devi ce = hnme0
Address = "192.168.1. 3"
)

Proxy NFS Proxy_Groupl (
Tar get ResNane = NFS_16

)

Proxy NI C Proxy_Groupl (
Tar get ResName = NI C_Publicl

)

Requi renents ...

I P_nfsl requires N C _Proxy_ G oupl
Share_hone requires NFS_Proxy_ G oupl
Ot her requirenents

group NFS_Group2 (
SysteniList = { ServerA, ServerB }
AutoStartList = { ServerB }

)

Di skGroup ...
Mount

NFS ...
Share ...

IP IP_nfs2 (
Devi ce = hnme0
Address = "192. 168.1. 4"
)

Proxy NFS_Proxy_G oup2 (
Tar get ResNanme = NFS_16

)

Proxy NI C _Proxy_Group2 (
Target ResName = NI C _Publicl

| P_nfs2 requires N C_Proxy_G oup2
Shar e_sour cecode requires NFS_Proxy_ G oup2
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Ot her requirenents

Special storage considerations for NFS Service

NFS servers and clients use the concept of a*“filehandl€’. This concept is based
on an NFS design principd that the client is unaware of the underlying layout or
architecture of an NFS server’ sfile system. When aclient wishesto access afile,
the server responds with afilehandle. Thisfilehandleis used for al subsequent
accessto thefile. For example, aclient has the /export/home file sysem NFS
mounted on /home and is currently in /home/user. The client systlem wishesto
open the file /home/user/letter. The client NFS process issues an NFS lookup
procedure cal to the server for the file | etter. The server responds with a
filehandle that the client can use to access letter. Thisfilehandleis congdered an
“opague datatype’ to the client. The client has no vishility into what the
filehandle contains, it Smply knows to use this handle when it wishes to access
letter. To the server, the filehandle has a very specific meaning. The filehandle
encodes al information necessary to access a specific piece of data on the server.
Typicd NFS file handles contain the mgor and minor number of thefile system,
the inode number and the inode generation number (a sequentid number assgned
when aninode is dlocated to afile. Thisisto prevent adlient from mistakenly
accessing afile by inode number that has been deleted and the inode reused to
point to anew file). The NFS filehandle describes to the server one unique file on
the entire server. If aclient accesses the server using afilehandle that does not
appear to work, such as mgjor or minor number that are different than what is
available on the server, or an inode number where the inode generation number is
incorrect, the server will reply with a“Stale NFS filehandle” error. Many Stes
have seen this error after afull restore of a NFS exported file system. In this
scenario, thefilesfrom afull filelevel restore are written in anew order with new
inode and inode generation numbersfor dl files. In this scenario, dl clients must
unmount the file system and re-mount to receive new filehandle assgnments from
the server.

Rebooting an NFS server has no effect on an NFS client other than an outage
while the server boots. Once the server is back, the client mounted file sysems are
access ble with the same file handles.

From acluster perspective, afile system failover must look exactly like avery
rapid server reboot. In order for thisto occur, afilehandle vaid on one server
must point to the identicd file on the peer server. Within agiven file sysem
located on shared storage this is guaranteed as inode and inode generation must
meatch since they are read out of the same storage following afailover. The
problem exists with mgor and minor numbers used by Unix to access the disks or
volumes used for the storage. From a straight disk perspective, different
controllers would use different minor numbers. If two serversin acluster do not
have exactly matching controller and dot layout, this can be a problem.
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This problem is greatly mitigated through the use of VERITAS Volume Manager.
VXVM abdtracts the data from the physica storage. Inthis case, the Unix mgor
number is a pointer to VxVM and the minor number to avolume within adisk
group. Problems arise in two Stuations. The firgt is differing mgor numbers. This
typicaly occurs when the VXVM, VXFS and VCS are inddled in differert orders.
Both VXVM and LLT/GAB use mgor numbers assigned by Solaris during
software ingdlation to create device entries. Ingaling in different orderswill
cause amismatch in mgjor number. Another cause of differing mgor numbersis
different packages ingtaled on each system prior to ingtdling VXVM. Differing
minor numbers within VXVM setup israre and usudly only happens when a
server has alarge number of loca disk groups and volumes prior to beginning
Setup as a cluster peer.

Before beginning VCS NFS server configuration, verify file sysem mgor and
minor numbers match between servers. On VxVM thiswill require importing the
disk group on one server, checking mgjor and minor, deporting the disk group
then repesting the process on the second server.

If any problems arise, refer to the VCS Ingalation Guide, Preparing NFS
Services.

Oracle sample configurations

The following examples will show atwo-node cluster running asingle Oracle
ingance in an asymmetrica configuration and a 2 Oracle instance symmetrica
configuration. It will so show the required changes to the Oracle configuration
file such as ligtener.ora and thsnames.ora

Oracle setup

As described above, the best method to configure a complex application like
Oracleisto first configure one system to run Oracle properly and test. After
successful test of the database on one server, import the shared storage and
configure the second system identically. The most common configuration

mistakes in VCS Oracle are system configuration files. On Unix these are

typicdly / et c/ system (/ stand/ system on HP), /etc/passwd,
/ et c/ shadowand/ et c/ gr oup.

Oracle must dso be configured to operate in the cluster environment. The main
Oracle setup task isto ensure al data required by the database resides on shared
storage. During failover the second server must be able to access dl table spaces,
datafiles, control files, logs, etc. The Oracle listener must aso be modified to
work in the clugter. The changes typicaly required are
$ORACLE_HOME/network/admin/tnsnames.ora and
$ORACLE_HOME/network/admirvlistener.ora. These files must be modified to
use the hostname and |P address if the virtua server rather than a particular
physica server. Remember to take thisin to account during Oracle setup and
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testing. If you are using the physical address of a server, the listener contral files
must be changed during testing on the second server. If you use the high
availability 1P address sdected for the Oracle service group, you will need to
manualy configure this address up on each machine during testing.

Many customers set up multiple Oracle usars to smplify administration of
multiple databases. For example, rather than logging in as* oracle’ and specifying
the prod SID, you can create an oraprod user with al required environment
variables set to point to the proper Oracle home and SID

Always plan for expansion. Databases tend to proliferate. When you set up a
sngle asymmetrical ingtance, plan ahead for the cluster to support multiple
ingtances in the near future.

Oracle Enterprise Agent installation

To control Oracle in aVCS environment, the customer must purchase and ingtall
the VCS Enterprise Agent for Oracle. This package actudly contains two agents,
the OracleAgent to control the Oracle database and the SglnetAgent to contral the
Oracle ligener. Follow the ingructions in the Enterprise Agent for Oracle
Ingdlation and Configuration Guide for detalls.

Single instance configuration

The following example will show a single instance asymmetric falover
configuration for Oracle 8i. The configuration assumes the following system
configurations

Clugter HA-Oracle

Servers: ServerA and ServerB

Service group ORA_PROD_Group

Storage: One disk group, DG_oraprod

File Systems:. /prod/u01 and /prod/u02

|P address: 192.168.1.6 IP_oraprod

Public interface: hme0

ServerA is primary location to start the ORA_PROD_Group

The Listener sarts before the Oracle database to dlow Multi Threaded Server
usage.

DNS mapping for 192.168.1.6 maps to host “oraprod”
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Example main.cf
i nclude "types.cf"
i nclude "Oracl eTypes. cf"

cluster HA-Oracle (
)

system Syst emA

system SystenB

snnp VCS

group ORA _PROD _Group (
SysteniList = { ServerA, ServerB }
AutoStartList = { ServerA}

)

Di skGroup DG oraprod (
Di skGroup = ora_prod_dg
StartVolunmes = 0
St opVol unmes = 0

)

I P I P_oraprod (
Devi ce = hne0
Address = "192.168.1.6"
)

Mount Mount _oraprod_u01 (
Mount Point = "/ prod/u01"
Bl ockDevi ce = "/dev/vx/dsk/ora_prod_dg/u0O1-vol"
FSType = vxfs
Mount Opt = rw
)

Mount Mount _oraprod_u02 (
Mount Point = "/ prod/u02"
Bl ockDevi ce = "/dev/vx/dsk/ora_prod_dg/u02-vol "
FSType = vxfs
Mount Opt = rw
)

NI C NI C_oraprod_hne0 (
Devi ce = hne0
Net wor kType = et her
)

Oracle ORA oraprod (
Critical =1
Sid = PROD
Omer = oraprod
Home = "/prod/u01/ oracl e/ product/8.1.5"
Pfile = "/prod/ u0l/oracl e/adm n/pfilel/initPROD. ora"

)

Sql net LSNR oraprod_I| snr (
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Owner = oraprod

Home = "/prod/u0l1/ oracl e/ product/8.1.5"
TnsAdmin = "/ prod/ u0l/ oracl e/ net wor k/ adm n"
Li stener = LI STENER_PROD

)

Vol unme Vol _oraprod_vol 1 (
Vol une = "u0Ol-vol "
Di skGroup = "ora_prod_dg"
)

Vol une Vol _oraprod_vol 2 (
Vol une = "u0l-vo2"
Di skGroup = "ora_prod_dg"
)

Vol _oraprod_vol 1 requires DG oraprod

Vol _oraprod_vol 2 requires DG oraprod

Mount _oraprod_u0O1 requires Vol _oraprod_vol 1l
Mount _or aprod_u02 requires Vol _oraprod_vol 3
| P_oraprod requires N C oraprod_hne0

LSNR oraprod_| snr requires Munt_oraprod_u0l
LSNR oraprod_| snr requires Munt_oraprod_u02
LSNR oraprod_| snr requires |P_oraprod

ORA oraprod requires LSNR oraprod_I snr

Oracle listener.ora configuration
Ligtener.oramodifications for a sngle ingance configuration are quite smple.
Edit the“Host=" lineinthe ADDRESS LIST section and add the name of the
high availability address for the service group, in this case, “oraprod”.

LI STENER_PROD =
(ADDRESS_LI ST =
( ADDRESS=( PROTOCOL= TCP) ( Host =or apr od) (Port=1521))

SID LI ST_LI STENER_PROD=
(SID_LIST =
(SI D_DESC=
( GLOBAL_DBNAME=dbO1.)
(ORACLE_HOME= / u01/oracl e/ product/ 8. 1.5)
(SI D_NAME = PROD)
)
(SI D_DESC=
(SI D_NAME = extproc)
( ORACLE_HOVE= / u01/ oracl e/ product/ 8. 1.5)
( PROGRAME= ext proc)
) )
STARTUP_WAI T_TI ME_LI STENER_PROD =0
CONNECT_TI MEQUT_LI STENER_PROD = 10
TRACE_LEVEL_LI STENER PROD = OFF
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Adding deep level testing

Deep leve tedting gives VCS the ability to test Oracle and the Listener from
closer to ared user perspective. The OracleAgent will log into the database and
write data to atable, logout, log back in and test that it can read from the same
table. The SglnetAgent will test that it can actualy connect to the listener and
access the database.

Oracle changes
To configure deep leve testing of the database, alow privilege user must be
defined that can create and modify atable. The following is documented in the
Sqltest.pl file in the v CS_HOME/bin/Oracle directory.

The following test updates arow "tsamp” with the latest value of the Oracle
interna function SYSDATE

A prerequisite for thistest is that a user/password/table has been created before
enabling the script by defining the VCS attributes User/Pword/Table/M onScript
for the Oracle resource.

This task can be accomplished by the following SQL statements as DB-admin:

SVRMGR> connect internal

SVRMGR> create user <User>
2> identified by <Pword>
3> default tabl espace USERS
4> tenporary tabl espace USERS
5> quota 100K on USERS;

USERS is the tablespace name present at al standard Oracle Ingalations.
It might be replaced by any other tablespace for the specific ingtalation.
(To get aligt of vaid tablespaces use: sdlect * from sys.dba tablespaces))

SVRMGR> grant create session to <User>;

SVRMGR> create table <User>. <Table> ( tstamp date );

SVRMGR> create table <User>. <Table> ( tstanmp date );

SVRMGR> insert into <User>.<Table> ( tstanp ) values ( SYSDATE );

The name of the row "tstamp” should match the one of the update statement
below!

To test DB-setup use

SVRMGER> di sconnect

SVRMGR> connect <User >/ <Pwor d>

SVRMGR> updat e <User>. <Tabl e> set ( tstanp ) = SYSDATE;

SVRMGR> sel ect TO CHAR(tstanp, 'MON DD, YYYY HH.M:SS AM )t stanp
2> from <User >. <Tabl e>;
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SVRMGR> exi t

If you recelved the correct timestamp the in depth testing can be enabled

VCS Configuration changes
To enable VCSto perform deep level Oracle testing, you must define the Oracle
user and password and the tablespace used for testing. The following isan
example of the modifications to main.cf for the Oracle and Sqlnet resources:

Oracle ORA oraprod (
Critical =1
Sid = PROD
Owner = oraprod
Home = "/u0l/oracl e/ product/8.1.5"

Pfile = "/u0l1/oracl e/ adm n/pfile/initPROD. ora"
)

User = "testuser"

Pword = "vcstest”

Tabl e = " USERS"

Monscri pt = "/opt/VRTSvcs/ bi n/ Oracl e/ Sql Test. pl "

Sql net PROD_Li stener (
Owner = oraprod
Home = "/u0l1/oracl e/ product/8.1.5"

TnsAdmin = "/u01/ or acl e/ net wor k/ admi n"
Li stener = LI STENER _PROD
Monscri pt = "/opt/VRTSvcs/ bi n/ Sgl net/ Lsnr Test. pl "

)

Multiple Instance configuration
Multiple Oracle ingances are redly not difficult, however it does involve dightly
more effort to setup. Aswith dl gpplications, it is best to test the operation of the
app before placing in VCS control. In this case, make sure you have modified all
proper system files, such as/etc/system, /etc/passwd, /etc/group and /etc/shadow
to support multiple databases. Pay particular attention to system requirements like
physica memory and shared memory segment availability. Also ensureasingle
system is cgpable of sugtaining a multiple instance load in the event of a server
falure and extended operation on the backup server.

Thefollowing example will add a second instance for symmetricd falover. This
configuration adds the following

Service group ORA_MKTG_Group
Storage: One disk group, DG_oramktg
File Sysems /mktg/u01 and /mktg/u02

|P address: 192.168.1.6 |P_oramktg
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Public interface: hmeD
ServerB is primary location to start the ORA_MKTG_Group

The Listener garts before the Oracle database to dlow Multi Threaded Server
usage.

DNS mapping for 192.168.1.7 maps to host “ oramktg”
Parallel NIC group and NIC proxy

Example main.cf
i nclude "types.cf"
i nclude "Oracl eTypes. cf™

cluster HA-Oracle (
)

system Syst emA

system SystenB

snnp vcs

group ORA_PROD _Group (
Systeniist = { ServerA, ServerB }
AutoStartList = { ServerA }

)

Di skGroup DG oraprod (
Di skGroup = ora_prod_dg
StartVolunmes = 0
St opVol unes = 0

)

I P IP_oraprod (
Devi ce = hnme0
Address = "192.168.1.6"
)

Mount Mount _oraprod_u01 (
Mount Poi nt = "/ prod/u01"
Bl ockDevi ce = "/dev/vx/dsk/ora_prod_dg/u0O1-vol"
FSType = vxfs
Mount Opt = rw
)

Mount Mount _oraprod_u02 (
Mount Poi nt = "/ prod/u02"
Bl ockDevi ce = "/dev/vx/dsk/ora_prod_dg/u02-vol "
FSType = vxfs
Mount Opt = rw
)

Oracle ORA oraprod (
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Critical =1

Sid = PROD

Owner = oraprod

Horme = "/prod/ u0l/oracl e/ product/8.1.5"

Pfile = "/u0l1/oracl e/adm n/pfile/initPROD. ora"

)

Proxy NI C_prod_proxy (
Tar get ResName = NI C_Publicl

)

Sql net LSNR oraprod_| snr (
Omer = oraprod
Home = "/prod/u01/ oracl e/ product/8.1.5"
TnsAdni n "/ prod/ u0l/ oracl e/ net wor k/ adm n"
Li st ener LI STENER_PROD

)

Vol une Vol _oraprod_vol 1 (
Vol une = "uOl-vol"
Di skGroup = "ora_prod_dg"
)

Vol unme Vol _oraprod_vol 2 (
Vol ume = "u01-vo2"
Di skGroup = "ora_prod_dg"
)

Vol _oraprod_vol 1 requires DG oraprod

Vol _oraprod_vol 2 requires DG oraprod

Mount _oraprod_uO1 requires Vol _oraprod_vol 1l
Mount _oraprod_u02 requires Vol _oraprod_vol 3
| P_oraprod requires NI C_prod_proxy

LSNR oraprod_| snr requires Vol _oraprod_vol 1
LSNR oraprod_| snr requires Vol _oraprod_vol 2
LSNR oraprod_| snr requires | P_oraprod
ORA_oraprod requires LSNR oraprod_I snr

group ORA MKTG Group (
SysteniList = { ServerA, ServerB }
AutoStartList = { ServerB }
)

Di skGroup DG oranktg (
Di skGroup = ora_nktg_dg
StartVolunmes = 0
St opVol unes = 0

)

IP IP_oranktg (
Devi ce = hnme0
Address = "192.168.1.7"
)
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Proxy NI C_nktg_proxy (
Target ResName = NI C _Publicl

)

Mount Mount _oranktg_u01 (
Mount Poi nt = "/ nkt g/ u01"
Bl ockDevi ce = "/dev/vx/dsk/ora_mktg dg/u01-vol"
FSType = vxfs
Mount Opt = rw
)

Mount Mount _oranktg_u02 (
Mount Poi nt = "/ nktg/ u02"
Bl ockDevi ce = "/dev/vx/dsk/ora_nktg dg/u02-vol"
FSType = vxfs
Mount Opt = rw
)

Oracle ORA oranktg (
Critical =1
Sid = MKTG
Omer = oranktg
Home = "/ nktg/u0l1/ oracl e/ product/8.1.5"
Pfile = "/nktg/ u0l/oracl e/ adm n/pfilelinitMTG ora"
)

Sql net LSNR_ oraprod_| snr (
Owner = oranktg
Home = "/ nktg/u0l1/ oracl e/ product/8.1.5"
TnsAdmi n = "/ nktg/ u0l/ oracl e/ net wor k/ adm n"
Li stener = LI STENER_MKTG
)

Vol unme Vol _oranktg vol 1 (
Vol une = "uOl-vol "
Di skGroup = "ora_nktg_dg"
)

Vol ume Vol _oranktg_vol 2 (
Vol une = "u0l-vo2"
Di skGroup = "ora_nktg_dg"
)

Vol _oramktg _vol 1 requires DG oranktg

Vol _oranktg_vol 2 requires DG oranktg

Mount _oranktg_uOl1 requires Vol _oranktg_vol 1l
Mount _oranktg_u02 requires Vol _oranktg vol 2
| P_oranktg requires N C_nktg_ proxy

LSNR oranktg | snr requires Munt_oranktg _u0l
LSNR oranktg | snr requires Munt_oranktg_u02
LSNR oranmktg | snr requires |P_oranktg

ORA oranktg requires LSNR oranktg | snr

group Parallel _Service (
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SystenlList = { ServerA, ServerB }
AutoStartList = { ServerA, ServerB }
Parallel =1

)

NI C NI C Publicl (
Devi ce@erver A = hne0
Devi ce@erver B = hne0
Net wor kType = et her

)

Phant om NI C_Phant om (
)

Oracle listener.ora configuration
In order to support multiple ingtances running on different locations, the Oracle

Listener configuration must be modified. Supporting multiple independent
(capable of running on any server in any combination) requires individud
listeners per database. This requires changes to listener.ora and tnsnames.ora.

The ligtener.ora configuration will now ligt two independent listener
configurations.

LI STENER_PROD =
(ADDRESS_LI ST =
( ADDRESS=( PROTOCOL= TCP) ( Host =or apr od) (Port =1521))
)

SID LI ST_LI STENER_PROD=
(SID_LIST =
(SI D_DESC=
( GLOBAL_DBNAME=dbO01.)
( ORACLE_HOVE= / prod/u01/ oracl e/ product/8.1.5)
(SI D_NAME = PROD)

)
(SI D_DESC=
(SI D_NAME = extproc)
( ORACLE_HOVE= / prod/u01/ oracl e/ product/8.1.5)
( PROGRAM= ext proc)
) )
STARTUP_WAI T_TI ME_LI STENER_PROD =0

CONNECT_TI MEOUT_ LI STENER PROD = 10
TRACE_LEVEL_LI STENER PROD = OFF

LI STENER_MKTG =
(ADDRESS LI ST =
( ADDRESS=( PROTOCOL= TCP) ( Host =or ankt g) (Port=1521))

)
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SID LI ST _LI STENER_MKTG=
(SID_LIST =
(SI D_DESC=
( GLOBAL_DBNAME=dbO01.)
( ORACLE_HOME= [/ nkt g/ u01/ oracl e/ product/8.1.5)
(SI D_NAME = MKTG)

)

(SI D_DESC=
(SI D_NAME = ext proc)
( ORACLE_HOVE= [/ kt g/ u01/ or acl e/ product/8.1.5)
( PROGRAM= ext proc)

)

)
STARTUP_WAI T_TI ME_LI STENER_MKTG =0
CONNECT_TI MEOUT_LI STENER_MKTG = 10
TRACE_LEVEL_LI STENER MKTG = OFF

Location of Oracle Binaries

Whereto ingdl Oracle binariesin acluster configuration is an ongoing question
that has no “correct” answer. Placing Oracle binaries on shared storage hasiits
advantages as does placing the binaries on locd system disk. The following
section will attempt to detail the pros and cons of each.

Oracle binaries on shared disk
Pacing Oracle binaries on shared disk smplifies setting up agiven sysemina
multinode clugter to run an instance. In this way, each database service group is
completely sdf-contained. The shared storage contains the oracle binaries, all
control and parameter files and all table spaces. This means an instance can be
moved to a new server in the cluster a will, as soon asit isa part of the clugter,
has its required system file changes made and assumes it can see the Storage. Ina
multinode configuration running multiple versons of Orade, thisis many times
the best way to go. Imagine a4-node cluster, supporting 3 database
ingtances/Service Groups, each at a different verson. Placing the binaries on
shared storage would require maintaining 3 copies of oracle (one per Service
Group). Placing the binaries on loca disk would require maintaining 12 copies (4
sarvers X 3 versons)

The downside to this gpproach means each instance must be maintained
separately and rolling upgrades are not possible. Since the binaries are contained
in the Service Group, it is not possible to update the Oracle version on one system
then bring the database online, then upgrade the other systems.

Oracle binaries on local disk
Pacing binaries on local disk hasits own advantages and disadvantages as well.
One key benefit to locd disk isthe ability to do aralling patch or verson upgrade
of Oracle. Imagine atwo-node cluster running Oracle 8.1.5. The customer wishes
to go to Oracle 8.1.6. With the database running on one system, the customer may
be able to upgrade/ingall the new version on the offline system. The database can
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then be switched over with aosolute minimum downtime to the new version. The
second server can then be upgraded. This method may not work in al cases,
depending on changes to the database structure, but may provide somerolling

upgrade capability.

The issue with this method is scalability. As the number of instances, versions and
sarvers grows, the number of copies of software to maintain grows out of
proportion to the benefits.

What is the correct choice?
The correct location for Oracle binaries is whatever fits the needs of the
environment. The customer will need to weigh dl pros and cons of each method
and make the correct choice for their needs.

Using IPMultiNIC and MultiNICA

The MultiNICA resource is a pecid configuration to dlow “in box falover” of a
faulted network connection. Upon detecting a failure of a configured network
interface, VCS will move the IP address to a second standby interface in the same
system. This can be far less codtly in terms of service outage than acomplete
sarvice group fallover to apeer in many cases. It must be noted that there is il

an interruption of service between the time anetwork card or cablefails, detection
of the failure and migration to anew interface. The MultiNICA resource dso
keeps a base address up on an interface, essentidly providing a highly available
maintenance address.

The IPMultiNIC resource isa specia 1P resource designed to Sit on top of a
MultiNICA resource. Just as |P sits on an NIC resource, IPMUItiNIC can only St
on aMultiNICA resource. IPMultiNIC configures and moves the HA 1P address
between hosts

Configuring IPMultiNIC and MultiNICA resource pairs

Inanormal VCS configuration, the I P resource is dependent on the NIC resource.
To use ahigh availability NIC configuration, VCS is configured to use the
IPMultiNIC resource depending on the MultiNICA resource. The MultiNICA
resource is respongble for maintaining the base | P address up on one of the
assigned interfaces, and moving this | P on the event of afailure to another
interface. The IPMultiNIC resource actudly configures up the floating VCS IP
address on the physical interface maintained by MultiNICA.

In the following example, two machines, ServerA  and ServerB, each have a pair
of network interfaces, gf el and qf e5. The two interfaces have the same base,
or physicdl, IP address. This base addressis moved between interfaces during a
falure. Only one interface is ever active at atime. The addresses assigned to the
interface pairs differ for each host. Since each host will have a physicd address up
and assigned to an interface during normal operation (base address, not HA
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address) the addresses must be different. Note the lines beginning at
Devi ce@er ver A, the use of different physical addresses shows how to localize
an dtribute for a particular host.

In the event of aNIC failureon sy s a, the physica |P address and the logica IP
addresseswill fal over from qf el toqf e5. Intheevent that gf e5 fals the
addresswill fail backtoqf el ifqf el has been reconnected. However, if
boththe NICson sysa are disconnected, the MultiNICA and IPMUItiNIC
resources work in tandem to fault the group on sy sa The entire group now fails
overtosysh.

Example main.cf
i nclude "types.cf"
i nclude "Oracl eTypes. cf"

cluster HA-Oracle (
)

system Syst emA

system SystenB

snnp vcs

group ORA PROD Group (
Systenlist = { ServerA, ServerB }
AutoStartList = { ServerA }
)

Di skGroup ...
Mount

Mount

OCracle ...
Sql net

Vol une ...
Vol une ...

I PMul ti NI C | P_oraprod (
Address = "192.168.1.6"
Net Mask = "255. 255, 255. 0"
Mul ti Nl CResNane = orammic
Options = "trailers"

)

Mul ti NI CA oramic (
Devi ce@ystemA = { qfe0
"192.168.1.1" }
Devi ce@ystenB = { qfe0
"192.168.1.2" }
Net Mask "255. 255. 255. 0"
Opti ons "trailers"

)

"192.168.1.1", qfeb

"192.168.1.2", gfeb
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| P_oraprod requires orammic

Notes about Using MultiNICA Agent

If dl the NICs configured inthe Devi ce attribute are down, the MultiNICA
agent will fault the resource after a2-3 minute interva. This delay occurs because
the MultiNICA agent tests the failed NIC saverd times before marking the
resource offline. Messages recorded in the engine log during failover provide a
detailed description of the events that take place during failover. (The engine log
islocated @ / var / VRTSvcs/ | og/ engi ne_A. | 0g).

The MultiNICA agent supports only one active NIC on one | P subnet; the agent
will not work with multiple active NICs.

The primary NIC must be configured before VCS s started. Y ou can use the

i f conf i g(1M) command to configure it manualy, or edit thefile

/ etc/ hostnanme. nic (on Sol ari s) sothat configuration of the NIC
occurs automatically when the system boots. VCS plumbs and configures the
backup NIC, so it does not require thefile/ et ¢/ host nane. ni c.

Using a Parallel MultiNICA group and Proxy

The following example will show the use of MultiNICA, IPMultiNIC and Proxy
together. In this example, the customer wants to use IPMUltiNIC in each service
group. They aso want each service group to look identical from a configuration
gandpoint. This example will configure aparadld group on each server conssting
of the MultiNICA resource and a Phantom resource and multiple Faillover groups
with a Proxy to the MultiNICA. Note the IPMultiNIC resource ttribute

Mul ti Nl CResNanme = mmi ¢ dwayspointsto the physicad MultiNICA
resource and not the proxy.

The parald service group containing MultiNICA resources ensuresthereisa
locd ingtance of the MultiNICA resource running on the box.

Example main.cf
i nclude "types.cf"

i nclude "Oracl eTypes. cf"

cluster HA-Oracle (

)
system SystemA

system SystenB
snmp vcs

group ORA PROD _Group (
SystenlList = { ServerA, ServerB }
AutoStartList = { ServerA }

)
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I PMul ti NI C | P_oraprod (
Device = MNIC Publicl
Address = "192.168.1. 6"

)
Proxy MNI C prod_proxy (
Target ResNanme = MNI C _Publicl

)

Di skGroup ...

Mount Mount _oraprod_u01 ... (
Mount Mount _oraprod_u02 ...
Oracle ORA oraprod ...

Sql net LSNR oraprod_| snr

Vol unme Vol _oraprod_vol 1 ...
Vol une Vol _oraprod_vol 2 ...

| P_oraprod requires MNI C_prod_proxy
Ot her requirenents

group ORA MKTG Group (
SysteniList = { ServerA, ServerB }
AutoStartList = { ServerB }

)

IPMUlti NIC | P_oranktg (
Device = MNIC Publicl
Address = "192.168.1.7"

)

Proxy MNI C nktg_proxy (
Tar get ResName = MNI C_Publicl
)

Di skGroup ...

Mount Mount _oranktg_uO01 ... (

Mount Mount _oranktg_u02 ...

Oracle ORA oranktg ...

Sql net LSNR oranktg_I snr

Vol une Vol _oranktg_vol1l ...

Vol ume Vol _oranktg_vol 2 ...

| P_oranktg requires MNI C_nktg_proxy
Ot her requirenents

group Parallel _Service (

SystenlList = { ServerA, ServerB }

AutoStartList = { ServerA, ServerB }

Parallel =1

)

Mul ti Nl CA MNI C Publicl (
Devi ce@ystemA = { gfe0 = "192.168.1.1", qgfeb
"192.168.1.1" }
Devi ce@ystenmB = { gfe0 = "192.168.1.2", gfeb
"192.168.1.2" }
Net Mask = "255. 255. 255. 0"
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Options = "trailers"

)

Phant om NI C_Phant om (

)
)

Altering Agent/Resource Type Behavior

Altering behavior of agentsis done at the resource type level. For example,
modifying how often aresource is monitored while online or offlineis set on a per
resource type basis.

A large number of atributes are available that are understood by dl agents (type
independent) and alow tuning the behavior of resource types. This section will
ligt the most common:

Common resource type attributes

Confinterval
Conflnterva determines how long a resource must remain online to be considered
“hedthy”. When a resource has remained online for the specified time (in
seconds), previous faults and restart attempts are ignored by the agent. (See
ToleranceLimit and RestartLimit attributes for details.) For example, an
ApacheAgent is configured with the default Confinterva of 300 seconds, or 5
minutes and a RestartLimit of 1. In this example, assume the Apache Web Server
process is started and remains online for two hours before failing. With the
RestartLimit set to 1, the ApacheAgent will restart the failing web sarver. If the
server fails again before the time st by Conflnterva, the ApacheAgent inform
HAD that the web server has failed and HAD will mark the resource as faulted
and begin afailover for the Service Group. If instead, the web server says online
longer than the time specified by Conflnterva, the RestartLimit counter will be
cleared. In thisway, the resource could fail again at alater time and be restarted.
The Conflnterva attribute gives the developer a method the discriminate between
aresource that occasondly fals and one that is essentialy bouncing up and
down.

FaultOnMonitorTimeouts
When amonitor fails as many times as the val ue specified, the corresponding

resource is brought down by cdling thecl ean entry point. The resource is then
marked FAULTED, or it is restarted, depending on the value set in the
RestartLimit attribute. When FaultOnMonitorTimeouts is set to 0, monitor
failures are not considered indicative of aresource fault. (This attribute is
availablein versons of VCS above 1.2 only)

Default =4



Using VERITAS Cluster Server 9/13/01
Page 61

Monitorinterval
Duration (in seconds) between two consecutive monitor callsfor an ONLINEor
trangtioning resource. Theinterva between monitor cycles directly affectsthe
amount of time it takes to detect afailed resource. Reducing Monitorlnterva can
reduce time required for detection. At the same time, reducing thistime dso
increases system |load due to increased monitoring and can aso increase the
chance of false failure detection.

Default = 60 seconds

MonitorTimeout
Maximum time (in seconds) within whichthenoni t or entry point must
complete or ese be terminated. InVCS 1.3, aMonitor Timeout can be
configured as aresource failure. On VCS 1.1.2, thissmply caused awarning
message in the VCS engine log.

Default = 60 seconds

OfflineMonitorinterval
Duration (in seconds) between two consecutive monitor callsfor an OFFLINE
resource. If set to O, OFFLI NE resources are not monitored. Individua resources
are monitored on al sysemsin the SystemList of the service group the resource
belongs to, even when they are OFFLI NE. Thisis done to detect Concurrency
Violations when aresource is started outside VCS control on another system. The
default OfflineMonitorinterva is set to 5 minutes to reduce system loading
imposed by monitoring offline service groups

Default = 300 seconds

OfflineTimeout
Maximum time (in seconds) within whichtheof f | i ne entry point must
complete or else be terminated. There are certain cases where the offline function
may take along time to complete, such as shutting down an active Oracle
database. When writing custom agents, the developer must remember that is the
function of the monitor entry point to actudly check that the offline is successful,
not the offline. In many cases, the offline timeout is due to attempting to wait for
offline and do some sort of testing in the offline script.

Default = 300 seconds

OnlineRetryLimit
Number of timesto retry onl i ne, if the atempt to online aresource is
unsuccessul. This parameter ismeaningful only if ¢l ean isimplemented. This
atribute is different than RestartLimit in that it only applies during the initid
attempt to bring a resource online when the service group is brought online. The
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counter for this value is reset when the monitor process reports the resource has
been successfully brought online.

Default =0

OnlineTimeout
Maximum time (in seconds) withinwhichtheonl i ne entry point must
complete or else be terminated. Aswith the offline timeout, the developer must
remember that the function of the online entry point isto start the resource, not
check if it isactudly online. If extratime is needed to wait for the resource to
come online, this should be coded in the online exit code in number of secondsto
wait before monitoring.

Default = 300 seconds

RestartLimit
Affects how the agent responds to a resource fault. If set to avalue greater than
zero, the agent will attempt to restart the resource when it faults. In order to utilize
RegtartLimit, a clean function must be implemented. The act of restarting a
resource happens completely within the agent and is not reported to HAD. In this
manner, aresource will ill show as online on the VCS GUI or output of
hast at us during this process. The resource will only be declared as offline if
the restart is unsuccessful.

Default=0

ToleranceLimit
A non-zero ToleranceLimit dlowsthemoni t or entry point to return OFFLINE
severd times before the resource is declared FAULTED. Thisis useful when a
resource may be heavily loaded and end-to-end monitoring isin effect. For
example, aweb server under extreme load may not be able to respond to an in-
depth monitor probe that connects and expects an html response. Setting a
Tolerancelimit of greater than zero dlows multiple monitor cycles to attempt the
check before dedlaring afalure.

Default =0

Usage example

In the following example, a customer wishes to modify the way an Apache web
sarver is handled by the ApacheAgent. The customer does not want the web
server to befaled over unlessit fails 4 timesin a 10 minute period. Further, the
web server is expected to sometimes respond dowly, so the customer wishesto
retry afailed monitor at least once.

The following changes would be required in the ApacheTypes.cf file:
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type Apache (

int RestartLimt

i nt Conflnterval

int ToleranceLimt =1

str Server Root

str PidFile

str | PAddr

int Port

str TestFile

static str ArgList[] = { ServerRoot, PidFile, |PAddr, Port,
TestFile }

)
Configuring different agent behavior for multiple resources

Setting attributes for resource types effects al resources of that type. In the above
example, changing RestartLimit changes the restart behavior for dl Apache
resources. Modifications to agent behavior cannot be made at the individud
resource level. If different values are required for different resources, it issmple
to create a new resource type and agent.

For example, a customer wishes to monitor a group of web servers every 30
seconds for critical services and every 5 minutes for other web sites. The customer
would create a second Apache type by copying the entire

lopt/VVRT Svesbin/Apache directory to something like

lopt/VRT Svcgbin/Apachel. The ApacheAgent in the new directory is renamed
ApachelAgent. The user then copiesthe origind ApacheTypes.cf entry to
Apachel Types.cf such asthe following.

type Apache (
int RestartLimt = 4
int Conflnterval = 600
int ToleranceLimt =1
int Mnitorlnterval = 30
str Server Root
str PidFile
str | PAddr
int Port
str TestFile
static str ArgList[] = { ServerRoot, PidFile, |PAddr,
Port, TestFile }

)
type Apachel (
int RestartLimt = 4
int Conflnterval = 600
int ToleranceLimt =1
int Monitorlnterval = 300
str Server Root
str PidFile
str | PAddr
int Port
str TestFile
static str ArgList[] = { ServerRoot, PidFile, |PAddr,
Port, TestFile }
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Service Group Workload Management (SGWM)

As customers move into larger and larger servers, the need for “ Server Consolidation”
becomes evident. A large number of gpplications are being deployed on a more limited
number of “Enterprise Class’ servers. Thisisaperfect place for true N-to-N clustering.
N-to-N refers to multiple Service Groups running on multiple servers, with each Service
Group capable of being failed over to different serversin the cluster. For example,
imagine a4-node cluster, with each node supporting 3 critical database instances. On
failure of any node, each of the three instances is started on a different node, ensuring on
node does not get overloaded. Thisisalogica evolution of N + 1, where thereisnot a
need for a“ standby system” but rather “ stlandby capacity” in the cluster. Cascading
falureisdso possblein this configuration. Thisrefersto the cluster being able to
tolerate multiple failures and best distribute Service Group load.

VCS 2.0 Service Group Workload Management (SGWM) is an advanced capability in
VCSto proactively determine the best possible system to host an gpplication during
gartup or following an gpplication or server fault. SGWM provides necessary toolsto
make intelligent decisons on startup or failover location based on system capacity and
finite resource availability.

SGWM Concepts

Service Group Load Management is enabled when Aut oSt ar t Pol i cy and/or

Fai | Over Policyisstto“Load”

As described in the Service Group Operations chapter, VCS has three primary settings for
Fai | Over Pol i cy. ThescarePri ority, RoundRobi n and Load.

Priority isthemos basc. The sysem with the lowest priority in arunning daeis
chosen. Priority isset implicitly viaorderingin Syst enLi st , suchasSyst enli st

= {serverl, server 2} orbyexplictly seting priority in the SystemLigt, such as
SystenLi st = {systenml=0, systen=1}.Thisisided for asmpletwo-node
clugter, or asmdl cluster with avery smal number of Service Groups. Priority isthe

default behavior in VCS.

RoundRobi n chooses the sysem running the least number of Service Groupsasa
falover target. Thisisided for larger clusters running alarge number of Service Groups
of essentidly the same server |oad characteristics (for example Smilar databases or
aoplications).

Load isthe most flexile and powerful policy. It providesthe framework for true server
consolidation at the data center. Load policy is made of two components, System
Capaci ty and Service Group Load, and System Li m t s and Group
Prerequi sites.
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System Capacity and Service Group Load

Sysem Capaci t y satsafixed load handling capacity to servers and afixed demand
(Load) for service groups. For example, imagine a 4-node cluster consisting of two 16-
processor servers and two 8-processor servers. The administrator setsaCapaci ty on
the 16-CPU to 200 and the 8-CPU to 100. Each Service Group running on asystem hasa
predefined Load vaue. When agroup comes online, itsLoad is subtracted from the
Capaci t y of the systlem. The cluster engine keeps track of the

Avai | abl eCapaci ty of dl sysemsintheclugter. Avai | abl eCapacity is
determined by subtracting Load of al groups online (a group is consdered online if

online or partidly online) on asysem from the sysem Capaci t y. When afalover

must occur, the cluster engine determines the system with the highest

Avai | abl eCapaci t y and garts the group on that system. During afailover scenario
involving multiple groups, failover decisons are made seridly to facilitate the proper

load based choice, however ServiceGroup online operations immediatdy follow in

pardld.

Sysem Capaci t y isasoft redriction. This means that the vaue can go below zero.
During a cascading failure scenario, Avai | abl eCapaci t y can be negative.

Static Load vs. Dynamic Load

Previous versions of VCS, prior to VCS 2.0, alowed the user to set theDynami cLoad
of aserver with an outsde monitoring program. The user can run any monitoring

package desired, and then feed estimated load to the VCS engine withthe“hasys —

| oad command’. In previous versons, the sysem with the lowest vduein the

Dynam cLoad vaiable was chosen for afalover target if Fai | Over Pol i cy was set
toLoad.

Dynani cLoad isdill avalablein VCS 2.0, but it now integrates with the SGWM
framework. Typicaly, the engine sets remaining capacity with the function

Avai | abl eCapacity =Capaci ty —(Sumof Load of dl online Service Groups)
If Dynam cLoad isspecified withthehasys —| oad command, thisvaue overrides
caculated Load vdues. Using Dynam cLoad, Avai | abl eCapacity =Capacity
—Dynam cLoad. Thisdlows auser to more findy control system-loading vaues than
estimated Service Group loading. The downsideisthe user must setup and maintain a

load estimation package outside VCS. One caveat to note: Dynam cLoad specified with
hasys -l oad would be subtracted from Capaci t y asaninteger, and not a
percentage. For example, if a system has a Capacity of 200, and the outside package
determines the server is 80% |loaded, the package should inform VCS that

Dynam cLoad is 160 (rather than 80). Thisis done by first querying VCSfor the vaue
of Capaci t y withthehasys —di spl ay command, then using this vaue to cdculate
the actua load value to pass back in.

Future releases of VCS will alow specifying the Dynam cLoad vaue as a percentage.

To daify:

Avai | abl eCapaci ty of asysem=Capaci t y —Current System Load
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Current System Load = Dynamic system load if dynamic system load is
specified, (Dynam cLoad > 0)

OR

Current System Load = Sumof Load of dl groups online on that sysem

Limits and Prerequisites
System Limits and Service Group Prerequisites add additional capability to the load

policy. The user can set alist of finite resources availableon aserver (Li mi t s), such as
shared memory segments, semaphores and others. Each Service group is then assigned a
stof Prer equi si t es. For example, adatabase may need 3 shared memory segments
and 10 semaphores. VCS load policy will first determine a subset of dl systems that meet
these criteria and then choose the lowest loaded systemn from this set. In thisway, an
unloaded system that does not meet al the Pr er equi si t es of agroup will not be
chosen. As soon as the decision is made to online agroup on a particular system, the

Pr er equi si t es of thegroup is subtracted fromtheLi m t s of the sysem.

When configuring Li m t s and Pr er equi si t es, usersshould first define group

Pr er equi si t es and then define corresponding Li mi t s on each system. Each system
can have different limit. Thereis no limit on number of group prerequisites or system

limits. Also, they can gppear in any order. Not dl the groups have to define all

Prerequi si t es andnot dl sysemshavetodefinedl Li m t s. If system does not
have defined | i m t s for agiven system resource, then default value of 0 is assumed.
Smilarly, when group does not define Pr er equi si t es for given system resource, a
default vaue of O is assumed.

All of the prerequisites specified in agroup’s Prerequisites must be met. System Limits
and group Prerequisites can be used credtively in many ways. For example, if someone
wants only one group online on asystem a atime, following configuration will work:
Prerequisites = { GoupWight =1}
Limts = { GoupWight =1}
Adding the above entries to the definition of each group and system will make sure that
each system can have only one group online a atime.

System Limits and Group Prerequisites work independently of FailOverPolicy.
Prerequisites are used to determine a sub set of digible systems that a group can be
garted on during failover or startup. Once alist of systems meeting proper Prerequisites
is cregted, the engine will then follow the configured FailOverPalicy.

Capacity and Limits Together
Capacity and limits combined make a very powerful tool for determining proper failover
node. The system with al proper prerequisites and with the highest available capacity is



Using VERITAS Cluster Server 9/13/01
Page 67

aways chosen. If multiple systems meet the required Pr er equi si t es, and havethe
saneAvai | abl eCapaci ty, thesygemlexicdly fird inthe Syst enli st ischosen
SysemLi m t s areahard vaue. This means a server will not be chosen if it does not

meet the Pr er equi si t es of the group. This cannot be overridden. Capaci ty isa
soft limit. This means the sygem with the highest Avai | abl eCapaci t y will be

chosen, even if thiswill result in anegative Avai | abl eCapaci t y. Sysemswith an
Avai | abl eCapaci t y of lessthan the percentage set by LoadWar ni ngLevel ,and
dtaying a that load for longer than LoadTi meThr eshol d secondswill invoke the
Over | oad trigger described below.

Overload Warning
Overload warning provides the notification piece of the load policy. When a server

sustains apre-determined load level set by LoadWar ni ngLevel (daic or dynamicdly
determined) for a predetermined time, set by LoadTi meThr eshol d, the

| oadwar ni ng trigger isinitiated. (See Triggers for afull description of Event
Management with Triggers). The loadwarning trigger is a user defined script or
gpplication designed to carry out the proper actions. Sample scripts detail smple operator
warning on overload as well as a method to move or shutdown groups based on user
defined priority vaues. For example, if load on a server running a business critical
database reaches and stays above a user defined threshold, operators will beimmediately
natified. The loadwarning trigger could then scan the system for any service groups with
alower priority than the database (such as an internal HR gpp) and movethe app to a
lesser-1oaded system or even shut the gpp down. The key hereisthe framework is
completely flexible. The inddler or user is free to implement any overload management
scheme desired.

SystemZones

Syst enZones provide asub set of sysemsto usein aninitia falover decison. A
SearviceGroup will try to stay within its zone before choosing a host in another zone. For
example, imagine atypica 3-tier gpplication infrastructure with web servers, gpplication
servers and database servers. The application and database servers are configured in a
gnglecduger. Usng Syst emZones would require a ServiceGroup in the gpplication
zoneto try to fail to another application zone server if it isavailable. If nat, it would then
fall to the database zone based on load and limits. In this configuration, excess capacity
and limits available on the database backend would essentidly be kept in reserve for the
larger load of a database failover, while application servers would handle the load of any
groups in the gpplication zone. During a cascading failure, excess capecity in the cluster
isdtill available to any ServiceGroup. The Sy st enZones fedaiure dlowsfine tuning
goplication failover decisons, yet Hill retains the flexibility to fal anywherein the duster

if necessary.

Load Based AutoStart
VCS 2.0 provides anew method to determine where a group should come up when the
cluger initidly starts. Administrators can set the AutoStartPolicy to Load and dlow the
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VCS engine to determine the best system to start on out of a group of systems. Service
Groups are placed in an AutoStart queue for load- based startup as soon as the group
probes on dl running sysems. Aswith failover, asubset of sysemsisfirst created that
meet al Prerequisites, then of those systems, the system with the highest
AvailableCapacity is chosen.

UsngAut oSt art Pol i cy = Load and Syst enmZones together dlowsthe
adminigrator to establish alig of preferred sysemsin acluster to initidly run agroup.
As mentioned above, in a 3-tier architecture, the administrator would want application
groups to start first in the gpplication zone and database groups to sart in the database
zone.

Configuring SGWM

System attributes

Attribute Data Type Description

Capacity Int Integer vaue expressing tota system
load capacity. Thisvaueisrdative
to other systemsin the cluster and
does not reflect any red vaue
associated with a particular system.

For example, the administrator may
assgnavaue of 200to a16-
processor machine and 100 to an 8-
processor machine.

Default =1

LoadWar ni ngLevel |Int A value, expressed as a percentage of
total capacity where load has reached
acriticd limit. For example, setting
LoadWarningLeve = 80 setsthe
warning leve to 80%.

Default = 80%

LoadTi meThreshol d | Int How long the system load must

remain & or above
LoadWarningLevel before the
Overload trigger isfired.

Default = 900 seconds.

LoadTi meCount er Int (system) System maintained internal counter
of how many seconds the system
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load has been above
LoadWarningLeve. Incremented
every 5 seconds by theinternd VCS
Globa Counter. This vaue will reset
to zero anytime system load drops
below thevduein
LoadWarningLevel.

Limts

Asociation

An unordered set of name=vaue
pairs denoting specific resources
available on asystem. The format for
Limitsisasfollows Limits={
Name=Vaue, Name2=Vaue2 }. For
example, to configure a systemwith
10 shared memory segments and 15
semaphores available, the proper
entry is

Limits={ ShrMemSeg=10,
Semaphores=15}

Note, the actua namesused in
seiting limitsis arbitrary and is not
actudly obtained from the system.
This dlows the adminigtrator to set
up virtudly any vaue desired.

CurrentLimts

Association
(system)

Syslem maintained vaue of current
vaues of limits. CurrentLimits =
Limits— (additive value of dl service
group Prerequisites). For example, if
ShrMemSeg=10, and one group is
online with a ShrMemSeg
Prerequigite of 5, CurrentLimits
would equa { ShrMemSeg=5}

Dynam cLoad

Int (system)

Sysem maintained vaue of current
dynamic load. Thisvadueis st
externd to VCS with the hasys— oad
command.

Avai | abl eCapacity

Int (system)

AvailableCapacity = Capacity —
Current System Load

Current System Load =
DynamicLoad if dynamic sysem
load is specified, i.e., dynamic
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system load > 0 OR Current System
Load = Sum of Load of al groups
online on that system

For the purpose of above caculation,
agroup iscongdered onlineif itis
fully or partidly online or sarting or
stopping.

Service Group Attributes

Attribute

Data Type

Description

Load

Integer value expressng tota system
load this group will put on asystem.

For example, the adminigirator may
assgn avaueof 100to alarge
production Oracle database and 15 to an
web server

Default =0

Prerequi sites

Association

An unordered set of name=vaue pairs
denoting specific resources required by
this service group. The format for
Prerequistesis asfollows. Prerequisites
={ Name=Vaue, name2=vaue2 }. For
example, to configure a service group to
require 10 shared memory segments
and 15 semaphores be available before
it can gart, the proper entry is.

Prerequisites = { ShrMemSeg=10,
Semaphores=15}

Note, the actual names used in setting
Prerequisites are arbitrary and is not
actudly obtained from the system. Use
careto ensurevalueslisted in
Prerequisites matches the same vauein
Limits

Aut oSt art Pol i cy

String Scalar

Sets the method for choosing asystem
to start a group when the cluster comes
up. Thisisonly applicable if multiple
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sysems areliged in AutoStartLi<.
Possible vaues are Order, Priority and
Load.

Order (default): Systems are chosenin
the order in which they aredefined in
the AutoStartL it attribute.

Load: Systems are chosen in the order
of their capacity, as desgnated in the
AvailableCapacity system dttribute.
System with the highest capacity is
chosen firdt.

Priority: Systems are chosen in the
order of ther priority in the SysemList
attribute. Systems with the lowest
priority are chosen firg.

Fai | Over Pol i cy | String Scdar Sdlects one of three possible failover
policies. Possble values are Priority,
RoundRobin and Load.

Syst enZones Associaion
Indicates the virtud sub ligs within the

SystemLig attribute that grants priority
in faling over. Vaues are gring/integer
pairs. The gtring key isthe name of a
system in the SystemList atribute, and
the integer is the number of the zone.
Sysems with the same zone number are
members of the same zone. If aservice
group faults on one system in azone, it
is granted priority to fail over to another
system within the same zone, despite
the policy granted by the
FalOverPolicy attribute

Main.cf Usage

The following main.cf example will detail the use of various SGWM dtributesin a
system definition and a service group definition.

i nclude “types. cf”
cluster SGW denp (

)
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system LargeSvr1l (
Capacity = 200
Limts = { ShrMenSeg=20, Semaphores=10, Processors=12}
LoadWar ni ngLevel = 90
LoadTi meThreshol d = 600

)

group Gl (
Systeniist = { LgSvrl, LgSvr2, MedSvrl, MedSvr2 }
Syst en¥Zones = { LgSvr1=0, LgSvr2=0, MedSvr1=1, MedSvr2=1 }
Aut oSt artPolicy = Load
AutoStartList = { MedSvr1l, MedSvr2 }
Fai | Over Policy = Load
Load = 100
Prerequi sites = { ShrMenSeg=10, Senmaphores=5, Processors=6

)

SGWM Examples

Simple 4-node limits only example

Thefollowing example detallsasmpleuseof Li m t s and Pr er equi sit es to
control the total number of Service Groups that may run on any one node. The cluster
conssts of 4 Smilar servers. There are 5 service groups, which are roughly equal in
overdl processing power requirement and amount of load they put on asystem. Al
servers can host 2 such groups. Note that this does not use group Load and system
Capacity. Also, the groups use default AutoStartPolicy and FaillOverPalicy.

Main.cf sample

system Svrl (
Limts = {GoupWight = 2}
)

system Svr2 (
Limts = {GoupWight = 2}
)

system Svr3 (
Limts = {GoupWight = 2}
)

system Svr4 (
Limts = {G oupWight = 2}
)

group GL (
Systenlist = { Svrl, Svr2, Svr3, Srv4}
Aut oSt art Li st { Svrl, Svr2}
Prerequisites { G oupWeight = 1}
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)

group & (
Systeniist = { Svrl, Svr2, Svr3, Svr4}
Aut oSt artLi st { Svr2, Svr3}
Prerequisites { GoupWeight =1}

group G3 (
SysteniList = { Svrl, Svr2, Svr3, Svr4}
AutoStartList = {Svr3, Svr4 }
Prerequisites = { G oupWight =1}

group 4 (
SystenlList = { Svrl, Svr2, Svr3, Svr4}
AutoStartList = { Svr4, Svrl }
Prerequisites = { GroupWight =1}

group G5 (
Systeniist = { Svrl, Svr2, Svr3, Svr4}
Aut oSt artLi st { Svr2, Svr3}
Prerequisites { GoupWeight =1}

)

AutoStart Operation

This example uses the default AutoStartPolicy = Priority. Groups will be brought online
on the firgt system available in the AutoStartLigt. In thisway, G1 will start on Svrl, G2
on Svr2, and so on. G5 will start on Svr2.

Normal Operation
Thefind duser configuration (assuming al nodes running) will look like the following

Svrl
CurrentLimits = { GroupWeight=1}
(Group G1)

Svr2
CurrentLimits = { GroupWeight=1}
(Groups G2 and G5)

Svr3
CurrentLimits = { GroupWeight=1}
(Group G3)

Svrd
CurrentLimits = { GroupWeight=1}
(Group G4)

Failure Scenario

In the firgt failure scenario, assume Svr2 fails. With groups G2 and G5 configured with
anidentical SystemLig, both groups are capable of running on any system. The engine
will seridize the choice of failover nodes for the two groups. G2, being canonicaly firg,
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will choose Svrl, the lowest priority in the SystemLig. Thiswill exhaust the Limits for
Svrl. G5 will then choose the next running system in the order of the SystemList7. This
means G5 will go online on Svr3. Following the firg fallure, the cluster now looks like
the fallowing:

Svrl
CurrentLimits = { GroupWeight=0 }
(Groups G1 and G2)

Svr3
CurrentLimits = { GroupWeight=0}
(Groups G3 and G5)

Svrd
CurrentLimits = { GroupWeight=1}
(Group G4)

Cascading Failures

Assuming Svr2 was not immediately repaired, the cluster can tolerate the failure of an
individua Service Group on Svrl or Svr3, but no further node failures.

Simple 4-node load based example

The following sample cluster will show the use of smple load based sartup and falover.
SystemZones, Limits and Prerequisites will not be used.

The cluster conssts of four identical systems, each with the same capacity. Eight service
groups, G1-G8, with various loads run in the clugter.

Main.cf sample

i nclude “types. cf”
cl uster SGAM denp

system Svrl (

Capacity = 100
)

system Svr2 (
Capacity = 100
)

system Svr3 (
Capacity = 100
)

system Svr4 (
Capacity = 100
)

group Gl (

Systeniist = { Svrl, Svr2, Svr4, Svr4}
Aut oSt art Policy = Load
AutoStartList = { Svrl, Svr2, Svr3, Svr4 }
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group

group

group

group

group

group

group

Fai | Over Policy = Load
Load = 20

)

&2 (

Systeniist = { Svrl, Svr2, Svr4, Svr4}
Aut oStart Policy = Load

AutoStartList = { Svrl, Svr2, Svr3, Svr4
Fai | Over Policy = Load

Load = 40

)

& (

Systeniist = { Svrl, Svr2, Svr4, Svr4}
Aut oStartPolicy = Load

AutoStartList = { Svrl, Svr2, Svr3, Svr4
Fai | Over Policy = Load

Load = 30

)

& (

Systeniist = { Svrl, Svr2, Svr4, Svr4 }
Aut oStartPolicy = Load

AutoStartList = { Svrl, Svr2, Svr3, Svr4
Fai | Over Policy = Load

Load = 10

)

G (

SystenmlList = { Svrl, Svr2, Svr4, Svr4 }
Aut oSt artPolicy = Load

AutoStartList = { Svrl, Svr2, Svr3, Svr4
Fai | Over Policy = Load

Load = 50

)

G (

Systeniist = { Svrl, Svr2, Svr4, Svr4}
Aut oSt art Policy = Load

AutoStartList = { Svrl, Svr2, Svr3, Svr4
Fai | Over Policy = Load

Load = 30

)

Gr (

Systeniist = { Svrl, Svr2, Svr4, Svr4}
Aut oSt art Policy = Load

AutoStartList = { Svrl, Svr2, Svr3, Svr4
Fai | OverPolicy = Load

Load = 20

)

& (

Systeniist = { Svrl, Svr2, Svr4, Svr4}
Aut oStart Policy = Load

AutoStartList = { Svrl, Svr2, Svr3, Svr4
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Fai | Over Policy = Load
Load = 40

)

AutoStart Operation

As mentioned in the AutoStart description, groups will be placed in a queue as soon as
they are fully probed on dl systems. For the purposes of this example, we will assume the
groups probe in the same order they are described, G1 through G8.

G1 will choose the system with the highest AvailableCapacity. Snce dl are equa, Svrl
will be chosen snceit is canonicaly firg. G2-G4 will follow on Svr2 through Svrd. At
thistime, with the first 4 group startup decisons made, the cluster looks as follows:

Svrl
AvailableCapacity=80

Svr2
AvailableCapacity=60

Svr3
AvailableCapacity=70

Svr4
AvailableCapacity=90

Asthe next groups come online, G5 will sart on Svr4, asit has the highest
AvallableCapacity. G6 will then start on Svrl, with 80 remaining. G7 will then online on
Svr3, with AvailableCapacity=70. G8 will online on Sw2, with AvailableCapacity=60.

Normal Operation

Thefind clugter configuration (assuming the origind queue of G1-G8) will look like the
following

Svrl
AvailableCapacity=50
(Groups G1 and G6)
Svr2
AvailableCapacity=20
(Groups G2 and G8)
Svr3
AvallableCapacity=50
(Groups G3 and G7)
Svrd
AvailableCapacity=40
(Groups G4 and G5)
In this configuration, Svr2 will fire the Overload trigger after the default 900 seconds
gnceit isas default LoadWarningLeve of 80%.
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Failure Scenario

In the firgt failure scenario, assume Svr4 fals. Thiswill immediately queue G4 and G5

for fallure decison. G4 will choose Svrl, asit and Svr3 have AvailableCapacity=50 and
Svrliscanonicdly first. G5 will go online on Svr3. Once again, remember that failure
decisions are made seridly, not actua online and offline operations. The seridizing of

the failover choice allows complete load based control, and adds |ess than one second to
totd falover time.

Following the firg failure, the cluster now looks like the following:

Svrl
AvailableCapacity=40
(Groups G1, G6 and G4)
Svr2
AvailableCapacity=20
(Groups G2 and G8)
Svr3
AvailableCapacity=0
(Groups G3, G7 and Gb)

In this configuration, Svr3 will now fire the loadwarning trigger to notify adminidrators
that the server is overloaded. The operator could switch G7 to Svrl to balance loading
across G1 and G3. As soon as Svr4 is repaired, it will rgjoin the cluster with an
AvailableCapacity=100. Any further failover would be sent to Svr4.

Cascading Failures

Assuming Svr4 was not immediately repaired, further failures would be possible. For this
example, assume Svr3 now fals. G3 will immediately choose Svrl, G5 will choose Svr2,
and findly G7 will choose Svrl. Thiswill result in the following:

Svrl

AvailableCapacity=-10

(Groups G1, G6, G4, G3 and G7)
Svr2

AvailableCapacity=-30

(Groups G2 and G8 and G5)

In this example, we can seehow Capaci t y isasoft limit, and can go below zero.

Complex 4-node example

The following example will detail the use of various SGWM dttributes 4-node cluster
using multiple system capacities and various limits. The cluster conssts of 2 large
Enterprise servers (LgSvrl and LgSvr2) and two Medium servers (MedSvrl and
MedSvr2). There are dso 4 Service Groups, G1 through G4, with various loads and
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prerequisites. G1 and G2 are database gpplications, with specific shared memory and
semaphore requirements, G3 and G4 are middle tier applications with no specific
memory or semaphores requirements, and smply add load to a given system.

Main.cf sample

i nclude “types.cf”
cluster SGMW denp (

)

system LgSvr1l (
Capacity = 200
Limts = { ShrMenSeg=20, Semaphores=10, Processors=12}
LoadWar ni ngLevel = 90
LoadTi meThreshol d = 600
)

system LgSvr2 (
Capacity = 200
Limts = { ShrMenSeg=20, Semaphores=10, Processors=12 }
LoadWar ni ngLevel =70
LoadTi meThr eshol d=300

)

system MedSvr1 (
Capacity = 100
{

Limts = Shr MenSeg=10, Semaphor es=5, Processors=6}
)

system MedSvr2 (
Capacity = 100
Limts = { ShrMenSeg=10, Semaphores=5, Processors=6 }
)

group GL (

Systeniist = { LgSvrl, LgSvr2, MedSvrl, MedSvr2 }

Syst enZones = { LgSvr1=0, LgSvr2=0, MedSvrl1l=1, MedSvr2=1 }
Aut oStart Policy = Load

AutoStartList = { LgSvrl, LgSvr2 }

Fai | Over Policy = Load

Load = 100

Prerequi sites = { ShrMenSeg=10, Semaphores=5, Processors=6

)

group & (
Systeniist = { LgSvrl, LgSvr2, MedSvrl, MedSvr2 }
Syst en¥Zones = { LgSvr1=0, LgSvr2=0, MedSvr1=1, MedSvr2=1 }
Aut oSt art Policy = Load
AutoStartList = { LgSvrl, LgSvr2 }
Fai | Over Policy = Load
Load = 100
Prerequi sites = { ShrMenSeg=10, Senmaphores=5, Processors=6
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group G3 (

Systeniist = { LgSvrl, LgSvr2, MedSvrl, MedSvr2 }

Syst enZones = { LgSvr1=0, LgSvr2=0, MedSvrl1l=1, MedSvr2=1 }
Aut oStart Policy = Load

AutoStartList = { MedSvrl, MedSvr2 }

Fai | Over Policy = Load

Load = 30

)

group <4 (
Systeniist = { LgSvrl, LgSvr2, MedSvrl, MedSvr2 }
Syst enZones = { LgSvr1=0, LgSvr2=0, MedSvrl1l=1, MedSvr2=1 }
Aut oStart Policy = Load
AutoStartList = { MedSvrl, MedSvr2 }
Fai | Over Policy = Load
Load = 20

)

AutoStart Operation

Using the main.cf example above, it can be seen that the following isthe likely outcome
of the AutoStart operation

Gl-LgSvrl

G2 —-LgSvr2

G3—-MedSvrl

G4 — MedSvr2

All groups will begin a probe sequence when the cluster starts. Groups G1 and G2 have
an AutoStartList of LgSvrl and LgSvr2. When these groups probe, the will be queued to
go online on one of these servers, based on highest AvailableCapacity. Assuming G1
probesfird, it will choose LgSvrl because LgSvrl and LgSvr2 both have aninitid
AvailableCapacity of 200, and LgSvrlislexicdly fird.

The same sequence will occur with G3 and G4 determining which server to chose
between MedSvrl and MedSvr2.

Normal Operation

Assuming the running configuration described, the following can be determined:

LgSvrl

AvailableCapacity=100

CurrentLimits={ Shr MenSeg=10, Semaphor es=6, Processors=6 }
LgSvr2
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AvailableCapacity=100

CurrentLimits={ Shr MenSeg=10, Semaphor es=5, Processor s=6}

MedSvrl

AvailableCapacity=70

CurrentLimits={ Shr MenSeg=10, Semaphor es=5, Processors=6 }
MedSvr2

AvailableCapacity=80

CurrentLimits={ Shr MenSeg=10, Semaphor es=5, Processor s=6}

Failure Scenario

For the firg failure example, assume system LgSvr2 fals. The cluster engine will first
scan dl avallable sysemsin G2sSy st enLi st, withthesameSyst enZones
grouping as the server it was running on. It will then create a subset of systems meeting
the group’sPr er equi si t es. Inthiscase, LgSvrl meatsdl necessary Li mi t s. G2
will be brought online on LgSvrl. Thiswill result in the following configuration:

LgSvrl

AvailableCapacity=0

CurrentLimits={ Shr MenSeg=0, Senaphores=0, Processors=0 }
MedSvrl

AvailableCapacity=70

CurrentLimits={ Shr MenSeg=10, Semaphor es=5, Processors=6 }
MedSvr2

AvailableCapacity=80

CurrentLimits={ Shr MenSeg=10, Semaphor es=5, Processors=6}

After 10 minutes, (LoadTi neThr eshol d = 600) the loadwarning trigger on LgSvrl
will fire, asLoadWar ni ngLevel isexceeding 90%.

Cascading Failure Scenario

In this scenario, afurther failure of any system can be tolerated, as each system has
remaining Limits sufficient to accommodate the group running on the peer.

If afailure were to occur with either MedSvrl or MedSvr2, the opposite MedSvr would
be chosen, as groups running there have MedSvrl and MedSvr2 in their SystemZones. .

If afalure ingtead occurred with LgSvrl, running two groups (with LgSvr2 dill offling),
the fallover of the two groups will be seridized for the decision process. In this case, no
gystems exist in the database zone. The first group canonicaly, G1, will chose MedSvr2,
asitmedtsdl Li m t s and hasthe highest Avai | abl eCapaci t y. Group G2 will
automaticaly choose MedSurl, as it would be the only remaining system that meets
necessry Li m t s.
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Server Consolidation Example

The following example will detall a complex 8-node cluster running multiple gpplications
and severd large databases. The database servers are dl large enterprise systems,
LgSvrl, LgSvr2 and LgSvr3. The middle tier servers running multiple applications are
MedSvrl, MedSvr2, MedSvr3, MedSvr4 and MedSvrb.

Main.cf sample

i nclude “types. cf”
cluster SGW denp (

)

system LgSvr1l (
Capacity = 200
Limts = { ShrMenSeg=15, Semaphores=30, Processors=18}
LoadWar ni ngLevel = 80
LoadTi meThreshol d = 900

)

system LgSvr2 (
Capacity = 200
Limts = { ShrMenSeg=15, Semaphores=30, Processors=18 }
LoadWar ni ngLevel =80
LoadTi meThr eshol d=900

)

system LgSvr3 (
Capacity = 200
Limts = { ShrMenSeg=15, Semaphores=30, Processors=18 }
LoadWar ni ngLevel =80
LoadTi meThr eshol d=900
)

system MedSvr1 (
Capacity = 100
Limts = { ShrMentSeg=5, Semaphores=10, Processors=6}
)
system MedSvr2 (
Capacity = 100
Limts = { ShrMenSeg=5, Semaphores=10, Processors=6 }

)

system MedSvr3 (
Capacity = 100
Limts = { ShrMenSeg=5, Semaphores=10, Processors=6}

)

system MedSvr4 (
Capacity = 100
Limts = { ShrMenSeg=5, Semaphores=10, Processors=6 }
)

system MedSvr5 (
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Capacity = 100
Limts = { ShrMenSeg=5, Semaphores=10, Processors=6 }
)

group Dat abasel (

Systeniist = { LgSvrl, LgSvr2, LgSvr3, MedSvrl, MedSvr?2,
MedSvr 3, MedSvr4, MedSvr5 }

Syst enZones = { LgSvr1=0, LgSvr2=0, LgSvr3=0, MedSvri=1
MedSvr2=1, MedSvr3=1, MedSvr4=1, MedSvr5=1 }

Aut oSt artPolicy = Load

AutoStartList = { LgSvrl, LgSvr2, LgSvr3 }

Fai | Over Policy = Load

Load = 100

Prerequi sites = { ShrMenSeg=5, Semaphores=10, Processors=6

)

group Dat abase2 (

Systeniist = { LgSvrl, LgSvr2, LgSvr3, MedSvrl, MedSvr?2,
MedSvr 3, MedSvr4, MedSvr5 }

Syst enZones = { LgSvr1=0, LgSvr2=0, LgSvr3=0, MedSvri=1
MedSvr2=1, MedSvr3=1, MedSvr4=1, MedSvr5=1 }

Aut oStart Policy = Load

AutoStartList = { LgSvrl, LgSvr2, LgSvr3 }

Fai | Over Policy = Load

Load = 100

Prerequisites = { ShrMenSeg=5, Semaphores=10, Processors=6

)

group Dat abase3 (

Systeniist = { LgSvrl, LgSvr2, LgSvr3, MedSvrl, MedSvr2,
MedSvr3, MedSvr4, MedSvr5 }

Syst enZones = { LgSvr1=0, LgSvr2=0, LgSvr3=0, MedSvri=1
MedSvr2=1, MedSvr3=1, MedSvr4=1, MedSvr5=1 }

Aut oSt art Policy = Load

AutoStartList = { LgSvrl, LgSvr2, LgSvr3 }

Fai | Over Policy = Load

Load = 100

Prerequi sites = { ShrMenSeg=5, Semaphores=10, Processors=6

)

group Applicationl (

Systeniist = { LgSvrl, LgSvr2, LgSvr3, MedSvrl, MedSvr2,
MedSvr 3, MedSvr4, MedSvr5 }

Syst enZones = { LgSvr1=0, LgSvr2=0, LgSvr3=0, MedSvri=1
MedSvr2=1, MedSvr3=1, MedSvr4=1, MedSvr5=1 }

Aut oStartPolicy = Load

AutoStartList = { MedSvrl1l, MedSvr2, MedSvr3, MedSvr4,
MedSvr5 }

Fai | Over Policy = Load
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Load = 50
)

group Application2 (

Systeniist = { LgSvrl, LgSvr2, LgSvr3, MedSvrl, MedSvr?2,
MedSvr 3, MedSvr4, MedSvr5 }

Syst enZones = { LgSvr1=0, LgSvr2=0, LgSvr3=0, MedSvri=1
MedSvr2=1, MedSvr3=1, MedSvr4=1, MedSvr5=1 }

Aut oStart Policy = Load

AutoStartList = { MedSvrl, MedSvr2, MedSvr3, MedSvr4,

MedSvr5 }
Fai | Over Policy = Load
Load = 50

)

group Application3 (

Systeniist = { LgSvrl, LgSvr2, LgSvr3, MedSvrl, MedSvr2,
MedSvr 3, MedSvr4, MedSvr5 }

Syst enZones = { LgSvr1=0, LgSvr2=0, LgSvr3=0, MedSvril=1
MedSvr2=1, MedSvr3=1, MedSvr4=1, MedSvr5=1 }

Aut oSt art Policy = Load

AutoStartList = { MedSvrl, MedSvr2, MedSvr3, MedSvr4,

MedSvr5 }
Fai | Over Policy = Load
Load = 50

)

group Applicationd (

Systeniist = { LgSvrl, LgSvr2, LgSvr3, MedSvrl, MedSvr?2,
MedSvr 3, MedSvr4, MedSvr5 }

SystenZones = { LgSvr1=0, LgSvr2=0, LgSvr3=0, MedSvrl=1
MedSvr2=1, MedSvr3=1, MedSvr4=1, MedSvr5=1 }

Aut oStartPolicy = Load

AutoStartList = { MedSvr1l, MedSvr2, MedSvr3, MedSvr4,

MedSvr5 }
Fai | Over Policy = Load
Load = 50

)

group Application5 (

Systeniist = { LgSvrl, LgSvr2, LgSvr3, MedSvrl, MedSvr?2,
MedSvr 3, MedSvr4, MedSvr5 }

Syst enZones = { LgSvr1=0, LgSvr2=0, LgSvr3=0, MedSvri=1
MedSvr2=1, MedSvr3=1, MedSvr4=1, MedSvr5=1 }

Aut oStart Policy = Load

AutoStartList = { MedSvrl, MedSvr2, MedSvr3, MedSvr4,

MedSvr5 }
Fai | Over Policy = Load
Load = 50

)

AutoStart Operation
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Using the main.cf example above, we can assume the following AutoStart Sequence:

Databasel — LgSvrl
Database? — LgSvr2
Database3 — LgSvr3
Applicationl — MedSvrl
Application2 — MedSvr2
Application3 — MedSvr3
Applicatiord — MedSvr4
Application5 — MedSvr5

Normal Operation

Assuming the running configuration described, the following can be determined:

LgSvrl
AvailableCapacity=100

CurrentLimits={ Shr MenSeg=10, Semaphor es=20, Processors=12 }

LgSvr2
AvailableCapacity=100

CurrentLimits={ Shr MenSeg=10, Semaphor es=20, Processors=12 }

LgSvr3
AvailableCapacity=100

CurrentLimits={ Shr MenBeg=10, Semaphor es=20, Processors=12 }

MedSvrl
AvailableCapacity=50

CurrentLimits={ Shr MenSeg=5,

MedSvr2
AvailableCapacity=50

CurrentLimits={ Shr MenSeg=5,

MedSvr3
AvailableCapacity=50

CurrentLimits={ Shr MenSeg=5,

MedSvr4
Avail ableCapacity=50

CurrentLimits={ Shr MenSeg=5,

MedSvr5
AvailableCapacity=50

CurrentLimits={ Shr MenSeg=5,

Semaphor es=10,

Semaphor es=10,

Semaphor es=10,

Semaphor es=10,

Semaphor es=10,

Processors=6 }

Processors=6 }

Processors=6 }

Processors=6 }

Processors=6 }
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Failure Scenario

The configuration above is an ided example of FallOverPolicy=Load and SystemZones.
The database zone (System Zone 0) is capable of handling up to two failures. Each server
has adequate Limits to support up to three Database Service groups (with an expected
performance drop with al groups running on one sarver). Similarly, the Application zone
has excess capacity built into each machine.

One other fact to note: The Application group machines al specify Limitsto support one
database, even though the Application groups do not run any Prerequisites. Thiswill
alow adatabase to fail across SystemZones if absolutely necessary and run on the least
loaded gpplication zone machine.

For the firgt fallure example, assume sysem LgSvr3 fails. The cluster engine will first

scan dl available sysemsin Database?’ sSy st enLi st, withthesameSyst emZones
grouping as the server it was running on. It will then create a subset of systems meeting
thegroup’'sPr er equi si t es. Inthiscase, LgSvrl and LgSvr2 meet dl necessary

Li m t s. Databasel will be brought online on LgSvrl. Thiswill result in the following
configuration:

LgSvrl

AvailableCapacity=0

CurrentLimits={ Shr MenSeg=5, Senmphor es=10, Processors=6 }
LgSvr2

AvailableCapacity=100

CurrentLimits={ Shr MenSeg=10, Semaphor es=15, Processors=12 }

In this scenario, afurther failure of any system can be tolerated, as each system has
remaining Limits sufficient to accommodate the group running on the peer.

Cascading Failure Scenario

If the performance of a specific database is unacceptable with two database groups
running on one server (or three following a second falure), the SystemZones policy has
another helpful effect. Falling a database group into the Application zone has the effect of
resetting its preferred zone. For example, in the above scenario, Databasel has been
moved to LgSvrl. The administrator could reconfigure the application zone to move two
application groups to one system. Then the database gpplication can be switched to the
empty application server (MedSvrl-MedSwr5). Thiswill place Databasel in Zonel
(Application zone). If afailure occurs in Databasel, it will pick the least loaded server in
the Application zone meeting its Prerequisites.
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Common Problems

AutoDisabled Service groups

A Service Group is AutoDisabled by VCS whenever there is any chance the group
may be online elsawhere and VCS would be unable to detect this case. Service
Groups online are not affected by this Sate, but they are prevented from staring
anywhere else. Service groups are autodisabled in the following circumstances

A sysem running a group faults while it was in Jeopardy. In this case, we
redlize the group was online on this system and se do not know if the
system isredly dead or suffered a network fault.

HAD is hated on asystem, but LLT and GAB remain running. This can
be cause by killing HAD and HASHADOW smultaneoudy, or using
hastop or hastop —force.

LLT haslost connection to a system, but disk heartbest is il present. In
this case, we know the node is dive, but have no visihbility to resource
status.

All resources are not probed on al running systems. This can occur during
cluster startup or node addition. Resources not probing can be caused by a
number of factors, including resource misconfiguration in main.cf or

proper agents not ingtaled on dl systems.

Clearing an AutoDisabled flag can be done from the GUI or the command line
withthehagr p —aut oenabl e gr oupnane command. Thiscommand
should not be run until the administrator determines the cause of the

AutoDisabled condition! The system has entered this Sate to prevent possible data
corruption. The adminigtrator MUST verify no resource from the affected group is
online on any sysem in the cluster before clearing the flag.

Resources Not Probed

Resourcesin aVCS cluster are monitored to determine if they are offline or
online a regular intervas. Before a Service Group can be brought online (failover
groups) HAD must determine that dl resources in the group are offline on dl
systems configured to run the group. It does this by running amonitor cycleon dl
resourcesin question. Common problems preventing resource probing include;

Agent required to monitor aresource is not ingaled. This most often
happens when adding Enterprise or Custom Agents.

Resource not configured correctly. Placing incorrect resource definitions
in the main.cf file can make it impossble to test if the resourceis offline

Agents not running on asystem. Thisis often seen if the system runs out
of virtud memory or alowable number of processes
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Stale/Invalid Configuration

Stde configuration at startup is probably the most common VCSissue. Thiscan
only be caused by an invaid configuration or a.gaefile. See the Configuration
File replication section for more information.

Application/Resources not starting

Applications or resources not starting in VCS can be frugtrating to troubleshoot.
As soon asthe gpplication falls, VCS wantsto fallover dl resources to another
system. The first piece of problem resolution is to determine when the error
occurred. If thisisabrand new ingal and the app has not yet run under VCS
control, has it been tested outside VCS control ? It is recommended applications
aways be tested outside VCS prior to bringing under cluster control. Thisiskey
for complex applications like Oracle. Most problems are system and application
setup related and not VCS.

Once you have hand tested the gpplication, verify the resource is properly
configured in the main.cf file. Then attempt to bring online under VCS control.
Monitor the enginelog_A viatail, or with the log monitor on the GUI. Thiswill
provide the first warning of anything wrong.

Another technique that may help isto use the GUI or command lineto gart dl
resources the app depends on, and then freeze the service group. Thiswill prevent
VCS from taking action if the gpplication faults. Y ou may then hand start the
gpplication and see if the problem exists with the application, or perhagps with the
resource configuration below the gpplication in the Service Group.

Failover Times and Other Performance Issues

A very common question posed by prospective clustering customersis “How long
doesit take to fail over my gpplication, such as Oracle?’ Thisisadifficult
question, asthe answer isinvariably “It depends’. Failover timefor an gpplication
isamogt entirely dependant on the application and not VCS. The second common
guestion is “What is the performance impact of VCS on my server?’

The following section is taken dmost directly from the VCS Users Guide, titled
VCS Performance Considerations (Thank you to Darshan Joshi.) It will cover
times required to fall over and switch over Service Groups and overal impact on a
server by VCS.

VCS Failure Detection/Failover Performance

This section describes factors that affect VCS operations, such as bringing a
resource or service group online, taking them offline, and failing over service
groups over to adifferent system.
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Bringing a Service Group Online
Thetimeit takes to bring a service group online depends on the number of
resourcesin the service group, the service group topology, and the time to online
the group’ s resources. For example, if a service group G1 has three resources, R1,
R2, and R3 (where R1 depends on R2 and R2 depends on R3), VCS firg onlines
R3. When R3isonline, VCS onlines R2. When R2 isonline, VCS onlines R1.
Thetimeit takesto online G1 equas the timeit takes to bring al resources online.
However, if R1 depends on both R2 and R3, but there was no dependency
between them, the online operation of R2 and R3 is started in pardld. When both
areonling, R1 isbrought online. Thetimeit takes to online the group is Max (the
timeto online R2 and R3), plusthe time to online R1. Typicaly, broader service
group trees alow more paradle operations and can be brought online faster.
Deeper service group trees do not alow much paraldism and seridizes the group
online operation.

Taking a Service Group Offline
Thetimeit takes to offline a service group depends on the number of resourcesin
the service group, the service group topology, and the time to offline the group’s
resources. Service group offlining works from the top down, as opposed to
onlining, which works from the bottom up.

Bringing a Resource Online
The online entry point of an agent attempts to bring the resource online. This
entry point may return before the resource is fully online. The subsequent monitor
determines if the resource is online, then reports that information to VCS. The
time it takes to bring aresource online equas the time for the resource to go
online, plus the time for the subsequent monitor to execute and report to VCS.
Mot resources are online when the online entry point finishes. The agent
schedules the monitor immediately after the entry point finishes, so the firgt
monitor detects the resource as online.

For some resources, such as a database server, recovery can take longer, so the
time it takes to bring a resource online depends on the amount of data to recover.
Large gpplications typicdly take the mgority of timein a Service Group startup.
A database could take minutes or even hours to recover after afault. The second
largest time use is Sorage configuration.

Taking a Resource Offline
Similar to the online entry point, the offline entry point attempts to offline the
resource, and may return before resourceis actudly offline. Subsequent
monitoring determines whether the resource is offline or not. Thetimeiit takesto
offline a resource equas the duration of the subsequent monitor executions plus
its reporting to VCS that the resourceis offline. Most resources are typicaly
offline when the offline entry point finishes. The agent schedules the monitor



Using VERITAS Cluster Server 9/13/01
Page 89

immediatdy after the offline entry point finishes, so the firs monitor detects the
resource as offline.

Service Group Switch
Thetimeit takes to switch a service group equas the time to offline aservice
group on the source system, plus the time to bring the service group online on the
target system.

Service Group Failover
Thetime it takesto fallover a service group when aresource faults equas the time
to detect the resource fault, plus the time to offline the service group on source
system, plus the time for the VCS policy module to sdlect target system, plusthe
time to bring the service group online on target system.

Thetime it takes to fallover a service group when a system faults equas the time
to detect system fault, plus the time to offline the service group on source system,
plus the time for the VCS policy module to select target system, plusthe timeto
bring the service group online on target system. The time it takes the VCS policy
module to detect the target system is negligible in comparison to the other factors.

In both cases, gpplication recovery on afalover may be sgnificantly longer than
on aswitchover.

Detecting Resource Failure
Thetimeit takes to detect a resource fault or failure depends on the
Monitorinterva attribute for the resource type. When a resource faults, the next
monitor detects it. The agent may not declare the resource as faulted if the
ToleranceLimit attribute is set to non-zero. If the monitor entry point reports
offline more often than the number set in Tolerancelimit, the resource is declared
faulted. (If the resource has remained online for the interva designated in
Conflnterva, any earlier reports of offline are not counted against
Tolerancelimit.)

When the agent determines that the resource is faulted, it cals the clean entry
point, if implemented. Thisis done to verify that the resource is completey
offline. The next monitor after clean confirms the offline. The agent then triesto
online the resource again if RestartLimit is non-zero. The agent attempts to restart
the resource according to the number set in RestartLimit before it gives up and
informs the VCS engine that the resource is faulted. (If the resource has remained
online for the interval designated in Confinterva, earlier attemptsto redtart are
not counted againgt RestartLimit.) In most cases, Tolerancelimit isO.

The time it takes to detect aresource failure isthe time it takes the agent monitor
to detect failure, plus the time to clean up the resource if the clean entry point is
implemented. Therefore, the time it takes to detect failure depends on the
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Monitorlnterva, the efficiency of the monitor and clean (if implemented) entry
points, and the ToleranceLimit (if s&t).

In some cases, the failed resource may hang and may aso cause the monitor to
hang. For example, if the database server is hung and the monitor triesto query,
the monitor will aso hang. If the monitor entry point is hung, the agent eventudly
timesit out. By default, the agent timeouts the monitor entry point after 60
seconds. This can be adjusted by changing the MonitorTimeout attribute. The
agent retries monitor after the Monitorinterva. If the monitor entry point times
out consecutively for the number of times designated in the attribute

FaultOnM onitorTimeouts, the agent treats the resource as faulted. The agent cdls
clean, if implemented. The default vaue of FaultOnMonitorTimeoutsis 4, and
can be changed according to the type. A high vaue of this parameter delays
detection of afault if the resource is hung. If the resource is hung and causes the
monitor entry point to hang, the time to detect it depends on Monitor Timeout,
FaultOnMonitor Timeouts, monitor and clean (if implemented) efficiency.

Aswith many other concepts, detecting resource failure involves a compromise.
Adding capability for the monitor to tolerate a resource not responding via
Tolerancelimit increases time to detect ared failure. Adding locd restart via
RegtartLimit aso causes longer failure detection on red falure. The shortest
resource failure detection time (and the least flexible) has RestartLimit = 0 and
Tolerancelimit = 0. Thiswill dso cause agroup falover immediately on
detection of any resource problem rather than trying to restart/repair.

Detecting System Failure
When a system crashes or is powered off, it stops sending heartbests to other
sysemsin the clugter. By default, other systemsin the cluster wait 21 seconds
before declaring it dead. The time of 21 seconds derives from 16 seconds default
timeout vaue for LLT peer inactive timeout, plus 5 seconds default value for
GAB gtable timeout. See the VCS Users Guide for ingtructions and warnings on
modifying these vaues.

Detecting Network Link Failure
If asystem loses anetwork link to the clugter, other systems stop receiving
heartbegts over the links from that system. As mentioned above, LLT detectsthis,
and waits for 16 seconds before declaring that the system logt alink.

Cluster Boot Time
When a cluster system boots, the kerndl drivers and VCS process are started in a
particular order. If it isthe first system in the cluster, VCS reads the clugter
configuration file main.cf and builds an “in-memory” configuration database. This
isthe LOCAL_BUILD gate. When the system finishes building the configuration
database, it trangtionsinto the RUNNING mode. If another system joinsthe
cluger whilethefirg sygemisinthe LOCAL_BUILD date, it must wait until the
firg sysem trangtionsinto RUNNING mode. Thetimeit takesto build the
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configuration depends on the size of the configuration and the dependencies. VCS
cregtes an object for each system, service group, type, and resource. Typicaly, the
number of systems, service groups and types are few, so the number of resources
and resource dependencies determine how long it takes to build the configuration
database and to get VCSinto RUNNING mode. If asysem joinsacduder in
which at least one sysemisin RUNNING mode, it builds the configuration from
the lowest system in that mode.

Impact of VCS on Overall System Performance

VCS and its agents run on the same systems as the gpplications. Therefore, VCS
attempts to minimize its impact on overal sysem performance. The impact of

V CS gpplies to three main components of clustering: the kerndl; specificaly,

GAB and LLT, the VCS engine, and the VCS agents. Each is described below.
(For details on attributes or commands mentioned in the following sections, see
the chapter on adminigtering VCS from the command line and the chapter on VCS
attributes.)

Kernel Components (GAB and LLT)
Typicdly, overhead of VCS kernd componentsis minima. Kerne components
primarily provide heartbeat and atomic information exchange among cluster
systems. By default, each system in the cluster sends two smdll heartbesat packets
every second to the other systems in the cluster. Heartbeat packets are sent over
al network links configured in the llthosts configuration file. Intersystem
communication a0 takes place over one of the network links. VCS uses only one
network link at at time for intersystem communication, and switches to a different
link if thelink fails. Typically, these are private network links and do not increase
traffic on your public network or LAN. Y ou can configure a public network
(LAN) link as low-priority, used only as a heartbest link, which by default
generates one smal (approximately 64-byte) broadcast packet per second from
each system.

VCS Engine
The VCS engine process, HAD, runs as a daemon process. By default it runsasa
real-time, high-priority process, which ensuresthat it sends heartbeats to kernel
components and responds quickly to any failures. Y ou can adjust the vaue of
V CS engine scheduling class and priority by setting EngineClass and
EnginePriority attributes, however, for optimum performance, we strongly
recommend using the default values. VCS dso provides away to control
scheduling class and priority for processes invoked by VCS. These can be
adjusted by setting ProcessClass and ProcessPriority attributes. See the chapter on
advanced topics for more information on setting these attributes. VCS*gSts’ ina
loop waiting for messages from agents, ha commands, GUI and other systems.
Under norma conditions, the number of messages processed by VCS engineis
few. They mainly include heartbeat messages from agents and update messages
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from the globd counter. VCS may exchange additiond messages when an event
occurs, but typicaly overhead is nomind even during events. (Note thet this
depends on the type of event; for example, aresource fault may invoke offlining a
group on one system and onlining on ancther system.)

To continuoudy monitor VCS gatus, use the VCS GUI, “Cluster Manager,” or
the command hagtatus. Both methods maintain connection to VCS and regigter for
events, and are more efficient compared to running commands like hastatus -
summary or hasysin aloop.

The number of clients connected to VCS can affect performance if severd events
occur. For example, if five GUI processes are connected to VCS, VCS sends state
updates to dl five. Maintaining fewer client connectionsto VCS reduces this
overhead.

Reducing Failover Time

As detailed above, alarge number of factors govern falover time. Of al factors
however, gpplication startup time is usudly the longest. Inanorma
configuration, most failures are detected within one minute. So reducing monitor
interva or anything ese can redly only save seconds. It isfar better to focus
effort on application recovery or startup. Thisis especidly critica in database
environments.

Reducing Database Recovery Time
Reducing database recovery time usudly involves shortening interval between
database checkpoints, or the time when a database synchronizesit’sin memory
copy with the on disk copy. The longer the checkpoint interval, the more redo log
entries that must be replayed on recovery. Other variables such as the Oracle
FAST_START_1O_TARGET time affect the amount of data that must be
reloaded on recovery. Many vauesthat directly reduce recovery time will
inversdly affect performance. This fact may require a busness to baance its
performance needs versus recovery time profile. Or it may require adding
additional processor power to offset the additiona penalty of recovery time
reduction.

Reducing Storage Import Time
Large storage configurations take time for disk group deport and import cycles. A
new technology from VERITAS to dleviate this problem is the SANPoint
Foundation Suite’/HA. This solution bundle includes VCS and cluster version of
the VERITAS Volume Manager (CVM) and VERITAS File System (CFS). CVM
and CFS dlow multiple hosts to read-write mount file syslems over a SAN
connection. With the storage dready imported and file systems mounted, the
gorage portion of afailover is completely eliminated. SANPoint Foundation
Suite/HA is currently shipping on Solaris and soon to release on HP.
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Recommended Configurations

The following section will list genera guidelines on anumber of aress

surrounding VCS. These recommendations are just that, recommendations. They
are compiled from severa thousand successful deploymentsby VERITAS
Enterprise Consulting Services personnel and represent the best way to ensure the
highest gpplication availability. Falure to follow these recommendations will not
result in refusal of support from VERITAS Software or an immediate failure in
your cluster. It will however, based on red world experience, reduce the
avallability potentid of your clugter.

Eliminate Single Points of Failure

The entire concept behind High Availability dustering is to provide redundant
components to remove Single Point of Failure (SPOF). This section will discuss
common areas to examine for SPOF.

Heartbeat Network
VCS requires heartbeat to function properly. The VCS Installation Guide specifies
aminimum of one network and one disk heartbeat. The recommended
configuration isaminimum of two private LLT network heartbeats. These
heartbeats must not share any infrastructure component, such as hub, switch, inner
switch link, hub/switch power source, etc. Ensure network cablesarerunin
completely separate wire runs or paths. In Stuations where servers are in separate
buildings, ensure complete independent paths are used between buildings. When
actualy configuring the network ports on each system, ensure the heartbests use
different NICs and even different 1/0 boards. These private network interfaces are
reserved for VCS use only and should not be shared with any other network
duties, such as a data center backup network.

Addition of alow priority heartbeat on the public network, in addition to two
private networks is strongly recommended. This low priority network can aseo be
placed on a data center backup network.

Another possible configuration would be a single high priority dedicated heartbegat
network, and two low priority heartbeats on completely separate public networks.
For example a data center backup network and a customer public network. This
requires that the two low priority networks be completely isolated in every way.

Public network
Clients accessng aHigh Avallability clugter typicaly comein over the customer
public network. While not entirdly aVCS issue, afallure of anetwork component
blocking access to a server isthe same aslosing a server.

For example, connecting dl serversin acluster to asingle large network switch
makes the network switch asingle point of failure. Switching to adesign with two
primary data center reduces overdl impact of falure
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To enable VCS to handle failure of a server network port, network cable or
network switch port, enable IPMultiNIC. Thisalows “in box fallover” of network
components. The IPMultiNIC configuration can place one port on a server to each
switch.

Adding alayer of client access switches further reduces the impact of failure. In
this manner, each switch can only affect asmdler percentage of client systems.

Disk Storage
In their book on High Availability, “Blueprints for High Availahility: Designing
Resilient Digtributed Systems’ (John Wiley and Sons, 2000), Evan Marcus and
Ha Stern make the very important point that “Power supplies usudly have the
worst MTBF in a system, because they dedl with line voltage, have fans and high
stress analog parts, and are subject to wear and tear during power or/off.
However, there are only 6-8 power suppliesin asingle server, versus 100 or more
disks. Disks deserve your attention once you havefird level of redundancy in
server power supplies.”

All criticd datamust have disk protection of some form. Simple backups are not
enough. If the gpplication is critical enough to merit clustering, it requires
redundant disks! Disk failure protection can be in the form of RAID or mirroring.

Access to the Sorage device is as important as the disks themsdaves. When using
hardware RAID arrays, modes with dua storage controllers reduce risk of a
controller loss. With dud controllers, most hosts can be configured to provide
dud pathsto the controllers. For example, VERITAS Volume Manager provides
Dynamic Multi Peth to load baance and provide for high availability accessto
external storage arrays.

For systems using smple JBOD arrays, in many cases dud paths to the array may
not be possible. In this case, two arrays can provide protection from disk of
channd failure. For example, ingtead of a single 16 drive JBOD array on one
channd and mirroring insde the array, two 8-drive arrays on separate 1/0
channels and mirroring between arrays will provide for disk and 1/0 channel
protection (aswell as potentidly increasing 1/0 capability).

Avoid Failover!
Failover in acluster should be the absolute last resort. Failover implies an outage
to client systems and should be avoided. This means each server in the dludter
must be asreliable as possble. Standard availability enhancements like redundant
power supplies and mirrored boot disks should be utilized. The gpplication itsalf
should be as robugt as possble. Using clustering to “cover” for apoorly designed
gpplication that is prone to routine crashes smply means you will suffer frequent
outages.
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Building a Solid Foundation
Building gpplication availability can best be described as building layers. Each
layer provides the underlying foundation for the layer above. Compromising on
any layer Sgnificantly affects the layer above. The layers areillustrated below

Application
Availability

Data Protection

7 System Availability,
- Scalability and Performance

System Availability, Scalability and Performance
Individud sysemsin aduster must be configured to maximize availability,
scdability and performance to provide maximum availability to upper layers.
Seen from a user perspective, asysem isdown if it isfalled due to ahardware
fault, offline for storage reconfiguration, or Smply not responding in atimely
manner.

Individua system availability starts with smple items like redundant power and
cooling and providing adequate processor power for current utilization and near-
term projected growth.

Storage subsystems directly affect system availability and scaability. One
congtant factor in nearly dl sysemsis continued growth of storage requirements.
As storage systems have become larger and more complex, management of
storage becomes a greater challenge. Logica volume management with the
VERITAS Volume Manager (VXVM) isakey component to online storage
management. VXVM provides the capability to add and reconfigure storage with
zero system interruption. Addition of the VERITAS File System (VXFS) provides
ahigh performance journded file sysem. VxFS sgnificantly reduces system
recovery time following afailure. This cgpability shortens takeover timein a
failure scenario. VXVM and VXFS together are aptly named the VERITAS
Foundation Suite, as they provide a solid data management foundation.
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The last component is SANPoint Control. SANPoint Control smplifies
management of complex Storage Area Networks by providing automatic
discovery, visudization and zoning adminisiration of SAN-connected devices.

Data Availability
Data availahility refersto protecting critica corporate datawith a properly
designed backup and recovery scheme. Proper data protection in a24 x 7 world
has become increasingly difficult to architect, and increasingly important.
Crafting an architecture cgpable of performing backups with no impact to online
operations and capable of minimum time restoresis akey factor in avallability.
VERITAS NetBackup is the industry leader in enterprise backup. NetBackup can
leverage key technologies provided by the underlying Foundation Suite to address
online backup of critica data. These technologiesincude volumeffile sysem
sngpshots, block level incrementa backups, mirror break off, and others.
NetBackup is further enhanced by gpplication specific agents for mgjor critica
database packages to provide transparent database backup and recovery.

Application Availability
Oncethe lower layers are properly addressed, a comprehensive gpplication
avallability architecture can be build usng the VERITAS Clugter Server. As
documented in this paper, VCSis arobus, cross-platform application availability
solution designed to provide a framework for controlling business critical
applications.

Things to Avoid

Using Outside Name Services
Using outside services for critica cluster services makes HA services contingent
on the outside service. For example, using outside NIS or DNS for name
resolution and other lookups can make al HA services depend on the reliability of
the outsde servers.

All nameto IP mapping required to bring the cluster into service should be
maintained locdly to prevent loss of NIS or DNS causing a cluster failure For
example, thehostsentry in/ et ¢/ nsswi t ch. conf should lig filesfird.

If outsde name service is required for admin reasons, make the service highly
availablel

Primary/Secondary DNS
NIS Master/Slave

NIS presents alarger problem, as many services beyond hostname resolution can
rely onthe NIS server. If NISis an absolute requirement, severa steps may be
used to increase rdiability of the services.
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Make each VCS node a NIS dave server. This removes outside network
issues from effecting NIS service. Updates to outsde NIS masters are
automaticaly gpplied to the dave servers via yppush.

Ensure NIS dave servers exist on multiple subnets each server is
connected to. In thisway, loss of asngle interface will not prevent access
to NIS services

NFS File Service
Many companies use NFS service to distribute application binaries rather than
ingtaling on each server. This presents another problem, asloss of the NFS
service will render the High Avallability serversfar lessthan avalable. If NFS
serviceis a corporate requirement, the customer must ensure the NFS servers
themsdves are highly available and al network infrastructure connecting the VCS
clugter to the NFS serversis highly available aswell.

Using NFS may seem like it Smplifies adminigration, but likely adds complexity
and risk to aHigh Availability clugter. It is recommended that gpplication binaries
be ingtalled and maintained on the cluster serversinstead to reduce risk.

Using NFS in the Cluster
Using NFS within the cluster to mount file systems from one server to another is
highly discouraged. Many customers attempt to “ utilize both servers’ by having
each server NFS mount afile system exported by one system in the cluster. This
technique essentialy makes one server in a cluster depend on another. This
dependency reduces overdl clugter availability!

Using creative techniques such as loopback mounting and automounter do not
resolve the basic concept that a server in acluster may not depend on another in
the cluster.

If parallel accessto datais required, use an outside NFS servers, or nodes that are
not part of the failover group in question A more advanced solution isthe
VERITAS SANPoint Foundation Suite'HA which implements atrue SAN cluster
file sysem and volume manager on Solaris.

Cluster Configuration

The quegtion “What is the recommended cluster configuration?’ is often asked,
yet nearly impossible to answer. Thereis no right or wrong answer, only
“whatever best suits the customer needs’

Number of nodes
The recommended number of nodesin aclugter isthe most common question
asked by prospective and current VCS users. It redlly boils down to what
functiondity is required. Creating a 32-node cluster smply to have 32 nodesis
not worthwhile. Cluster Sze should be determined by application functiondlity.
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This means a clugter should contain enough systems to support a specific set of
goplications. For example, an 8 node cluster supporting 8 or 10 instances of
Oracle. Adding additiona nodes to support a completely unrelated Sybase
configuration smply adds cluster complexity as well as increased load by the

V CS daemons monitoring the resources and nodes. In a case like this, two
separate clugters, each with their own purpose and both monitored viathe Cluster
Server Cluster Monitor GUI would be best.

On the other sde of this discussion, if a service needs to be touched when another
sarvice changes state, they should be in the same clugter. For example, if a
middleware application needs to be restarted when a database service is sarted,
placing al nodes in the same cluster makes using Service Group dependencies

and triggers easy.

If two clugters using different operating systems, such as NT and Solaris, or HP
and Solaris need to be interrelated, thisis afunction of the VERITAS Globa
Cluster Manager. GCM dlows “cross cluster event corrdation”. Different
operaing systems may not be mixed in asngle VCS cluster. But GCM can span
multiple clusters of the same or different operating sysems and dlow an event in
one clugter to trigger an action in another. For example, resetting an gpplication
running on an NT cluster when a backend database on an HP cluster is restarted.
Please see www.veritas.com for more information on Globa Cluster Manager.

Storage Configuration
Storage Area Networks dlow extreme flexibility when implementing High
Avallability clusters. Nodes can be added and removed with no interruption to
running systems. Use of a SAN aso dlows creating larger failover configurations
to adlow cascading failover or manud load baancing between systems.



