Many companies seek to have their information systems available to their customers at all hours of the day or night.  This typically means that key technical personnel must remain on call perpetually, and be able to respond to emergencies on short notice.  Then, when a server problem is detected, rapid response is mandatory.  

In spite of rapid response by reliable DBAs, there will typically be significant downtime in case of a server failure.  This lapse has led DBAs and System Administrators to consider cost-effective ways to meet a 24x7 uptime requirement.   Especially attractive would be some option that could automatically detect and recover from a server disaster.  It would also be best to avoid creating custom solutions that rely on unproven scripts or monitoring programs.  

These stringent requirements are addressed by an architecture commonly called “HA,” for High Availability.  Veritas Cluster Server, or VCS, is one example of an HA system.   The goal of all HA systems is the same: minimize downtime due to server failure.  The type of technology used in these HA systems is not new, nor is it especially exotic.  Many corporations requiring 24x7 availability use VCS or a similar product.  Other examples of HA systems are HP MC Service Guard and IBM HACMP.  Although this paper emphasizes the Veritas HA product, many of the principles described here are equally applicable to the HP and IBM products.

OVERVIEW OF VCS

As shown in Figure 1, a typical cluster has two nodes.   VCS requires that a “service group” be defined for each database and associated applications.  Each service group contains everything that is relevant to that particular database and application.  Then, when failover occurs, everything in that Service Group transfers to the other node

For instance, in Figure 1, Service Group “A” contains a database, certain areas on the shared disk, and a “Virtual” IP address, or VIP.  This VIP points to whatever node the Service Group is currently associated with.  Thus, when the Service Group is on A, the VIP will point to the IP address of node A.  Upon failover, the VIP will point to the alternate node IP address.   Testing shows a typical time to transfer the entire service group is about two minutes (one minute to detect failure plus one minute to transfer everything in the service group).
Since there are both database and network-related resources in a service group, the DBA will work together with the Systems Administrator to configure VCS.  The Systems Administrator will take the lead, first creating the primary VCS configuration file, which is called main.cf.  This file lists the various Resource Types that constitute a Service Group in the cluster.   For instance, some typical Resource Types are:  DiskGroup, IP, and Volume.   At this point, it is not necessary to define the Oracle-specific resources.  That may be done after all the disk and network related resources are setup.

Veritas provides an excellent GUI tool, called hagui, to assist in the initial setup.  This tool is a very convenient way to complete the definitions needed in the main.cf file.  In addition, hagui can display all the resources defined for any service group, and the status of the entire VCS cluster.  

Typical dependencies and resources for a VCS cluster are shown in Figure 2.  The main diagram on the right shows how the various resources relate to one another.  The bottom portion of the figure shows the resources that must be enabled first.  The very top of the tree shows the resources that are enabled last—for instance, the Oracle Listener, as well as the database itself.  Resources are typically shown in blue, meaning that the resource is fully available.

[image: image1.png]gal plo =[8]x]
Fils  Cluster  Window Help

[ |l [l b ) o2 o] [ @ @) [ (@)
i (3 Aticibotes ([l Besouress] [l Groups | El Heartbest | o= tesomces |

© & seokhuk %= Resource Views grp kyoto-on manhaitan=-obz. 2l
O 4§ DiskGroup
oBw
© & Mount
© ¢ mic
© & oracte

@ ora khwk
© G salmet ® ]
0 ¢ Vol.. Isnt_kyoto ara_kyota
© & e loto
O 4§ DiskGroup
oBw
© & Mount

S S s s s s °

& & sanet ip_iyoro e 02 e 0% e 04 e 405
© $ Volume
© 3 Member Systems
© db manhattan-dbt
& erp bawic

& s toto 5 5 5 5 S

© 4 mahottan-dba
o nic_kyoto VoL w02 VoL u03 VoL u4 VoL u05

& s voto
O @ Resource Types
& swup

EIEIE] --woHl

|2 o e o | o D,

dg kyoto

& o &
552 Iyoto| manhattan-dba manhattardb1

g start| REvcend | 8 belushi - FSecure 5. | i Chuster Maritar IS stasingative - 1. | 537 Mictasolt word - ves.

2 || yososuy

Bz





[image: image2.png]gal plo =] B3
File Cluter Window Help
] 5 % @ ] oo [ ][]
& :v alive |(E] Atisibutes | (] Resources | [E] Groups | ] Heartbeat | TypeResources
© G Service Groups .
© § sepkhawlc © Attributes : ora_kyoto B
O $§ DiskGroup Scope: Dimension Value:
oGw wi.. v| @
@44 Grobat et [sreven_sroro ] J
o & mic Name Scape Dimension Value
© & oracle rglitValues b Seope. Vector ¥ Vatues.
& ora kil aroStare Global Sealar tme
® ¢ salnet Confidencelevel b Seope. Scalar Values.
@ lene khawke | iCricq] Global Sealar tme
O ¢ Volume [Enabled. Glbal Scalar true
© & swlvoto Home Global Sealar /101 fapp/cracle/product/&.1.6
O 8 piskGroup State. b Seope. Scalar Values.
oG lLastOnline Global Scalar ‘manhattan-db2
O G Mount [MonSeript Glabal Sealar /bin/Oracle/SqTest.pl
o e MoriterOnly Global Scalar fale
© & oracle (Owner Glbal Sealar oracle
@ oraloto pile Global Sealar /101 fapp/eracle/product/8.1.6/dbs/itkycts.ora
® ¢ salnet [Probed b Seope. Scalar Values.
& I kyoto Pword Global Sealar dbabeck
© G Volume sid Global Scalar e
© (3 Member Systems ltate b Seope Sealar Vs
& manhattan-dbi Table Global Scalar dbrest
& see ke MriggerEvant Global Sealar false
& swlooto User Global Scalar dbabeck
© 4 manhattan dba
& see ke
& weoto
© G Resoucce Types
& swmp
s
§
& o & 8
552 Iyoto| manhattan-dba manhattardb1 a
£l
g start| REvcend | S tarey -F-Secure 55... | S belushi- FSecues... | S CusterMonitor_|[Sig staingalive - C1... B Misrosoft Ward -ves..| | @2 10304M




[image: image3.png]gal p P[] 3

Fils  Cluster  Window Help

i [®]w[a ] e [ ][=[0[0] @ [@
| Attibutes | [ Resoucess | @] Geoups |/ Heactbeat | 1] 10 troure: |
R -, &= Resource Views grp_thawk-on-manhaitan=-obz 2l
o & wmloto =
© G Member Systems
© 4 manhattan db
G eon M #
& sovoto i Kk e Mhark
© 4 manhattan dba
& <o
% e oate @ ® ® ®
© G Resoucce Types ip_ Mhawk mat 08 mat w09
& swme
nic_ Mhawk volLu06 Vol w08 Vol u09
staying: Log Desk [_[CIx]
File Help
B 1o B com
Event Type Description
> (marhartan-db2) E300 Resource(ora_kawl) - became offline unexpectedly, on its own. =l
) Resource ora_Khawkis online on marhattan-db2 I
9 Initating Online of Resource ora_Miawk on System marhattan-db2
L) Resourcemat_u06 s online on marhartan-db2
9 Initating Online of Resource mat_u06 on System mahattan.db2
L) Resource mat_u06 s offline on marhattan.db2
9 (marhattan-db2) Output of the completed cperation (offlie) on resource mat 106 mount: /106 busy tmaunt: /106 busy tmount:
L) Resource mat_u08is online on marhartan-db2 5
9 Resource mat_u09is online on marhartan-db2 5
L) Initating Online of Resonree mnt_u08 on System mahattan.db2 3
b=¢ = 8
srent tvpes: [ @ crtieal [ mevor [ Waening | @ Noemal | [ 5 secipt [ (D) others S

g Start| § belushi- F5e..| @ Exceed | ¢ Custer Moritar | ¢ stayingalive -..| [ stayingaliv... % F-Secure 55... | &% Oracle S0L™.. | I BRBED 727aM




[image: image4.png]Fils Cluster  Window Help

CIElEEEEE

o] b ]

o

il

o/o|E[@

Resources

| ) Atiibates

Groups | 3 Fieartbest

B TypeResources

© & o khowk
O € DiskGroup
oGmw
© & Mount
© ¢ mic
© & oracte
@ ora khwk
© G salnet
@ tsoe_khwke
O volume
© & e loto
O € DiskGroup
oGmw
© & Mount
© ¢ mic
© & oracte
@ ors loto
© G salnet
@ tenc lyoto
O volume
© (3 Member Systems
© db manhattan-dbt
4 & see ke
& o bvoto
© 4 monhattandbz
& see ke
& weoto
O @ Resource Types
& swup

& Attributes : isnr kyoto

H] owo |

seope: Dimension Value: ~
Edit.. v| &

clobal ] seaas [ e |

ome Seope Dimerion Ve EY
rglisValues b Saope Vector b Vatues
(Gontdencelevel > Saope Sealar Vatues
Enabled Glabal Sealr tme bd
Home Glabal Sealar /201 /app/otacle/product/S.1.6
st > Scope. Sealar Vatues.
lLatOnline Global Scalar manhartan.db2 =1
listener Global Scalar LISTENER_KYOTO =
MonSeript Glabal Sealar Join/Salne/LoniTestpl I
onzoronty Glabal Salir flze &
Owner Global Sealar cracle
e » o Scir Vs Y
Stae > Saope Sealar Vatues a
Tashdnin Global Sealar /201/app/oacle/product/8.1.6/nework/adrin
MriggerEvent Global Sealar false B

ttan db1

yosoui

g start| REvcend

| S tary - F-Secure 55... | §F belushi-F-Secure 5... | i Cluster Montar

[[Sstasingative - €1 | B Micrasoft word - ves..| [ FIERDZ 1044 M


















Figure 1. VCS Cluster Architecture


Figure 2. Typical hagui Display

ADVANTAGES OF VCS

The primary advantage of VCS (as well as other HA systems) is that failover of the database (and related applications, if desired) occurs with no loss of data, and no intervention by the DBA or Systems Administrator.  At the time of this failover, there is no need for the DBA to locate and apply the latest redo information, as required for a Hot-Standby configuration.  Everything up to the last commit is saved.  This occurs because the database is simply doing a shutdown abort, followed by a restart.  All Oracle data files are brought over together to the other node.

Due to the Virtual IP address defined for a service group, when failover occurs, new connections to the database are automatically routed to the correct node with no intervention whatsoever.  This is possible because each client, in its tnsnames file,  specifies a virtual host name, which “behind the scenes” really points to a specific server in the HA cluster.

· CONFIGURATION OPTIONS 

 Some of the VCS failover criteria are configurable.  For example, a certain number of Listener restart attempts may be specified before a failover.  Also, the DBA may optionally specify that two different types of checks may be performed on both the database and the listener, or opt for a simpler single-check mechanism.  

If there are applications running on the same server as the database, these applications can be included in the same Service Group so that they failover along with the database.  (Note that this may require writing a separate “agent” to handle the application monitoring and restart.)

· IMPLEMENTATION

Veritas VCS is far simpler to implement than Advanced Replication or OPS (Oracle Parallel Server).  Unlike OPS, no data or user segmentation is required, because there is only one instance running at one time for a service group.  Additionally, when preparing for VCS, no modification to the application is required; in fact, the application does not “know” that the database has any failover capability—it “looks” like any other database.   

Finally, future databases can be added to the HA cluster with only moderate effort.  Once the basic setup is complete, the configuration can be modified to include new Oracle instances if needed.  This involves creation of a new Service Group to house all resources associated with the new database.  

DATABASE SETUP

Preparing an Oracle database for VCS is very similar to building a ‘vanilla’ database—but there are some differences.

· ORACLE_HOME 

The Oracle executables may be placed on either the local or the shared disk  There are some advantages to each method. 

· Located on Shared Disk.  If  there will only be a few databases involved for the entire VCS cluster, then ORACLE_HOME can easily be installed on each of the few Service Groups, along with all the database files.  In this setup, after database failover, the ORACLE_HOME goes along with the database files to the other node.  The main disadvantage of this approach is that each time a new database (and service group) is created, a complete Oracle install must be performed again, with the new set of executables placed in a new shared disk area.

· Located on Local Disk.  If there will be many databases ultimately defined for the cluster, it is probably easier to just perform a single Oracle install for each node, and place ORACLE_HOME on the local disk.  Thus, if there are two nodes, an Oracle install is performed just two times—with no further installs (except for any future Oracle patches, etc.).  In this setup, the ORACLE_HOME on each local disk must be identical, so that after failover, each database will start properly.  Another advantage to this approach is that the Oracle executables can be upgraded one node at a time, while the database is active on the other node.

No matter which approach is chosen, it is critical that the installs be consistently performed, and that the node configuration matches.

· DATABASE CREATION

After the issue of ORACLE_HOME is resolved, and all installs are complete, the DBA should identify the volume group and its file systems that will be “shared”  between the nodes in the cluster.   Note that the term shared does NOT mean that a file system is simultaneously accessed by both nodes (as done in OPS).   Instead, it means that a file system is either on one node or the other.  For instance, file systems /u02-/u04 might be reserved for one database; and /u05-/u07 for another.  

When creating the new database, be sure to place ALL oracle data files (including redo and .ctl files) in the shared volume group.   Do not intermix files from different databases on the same shared volume, because after failover, some database files would be “missing” when the shared file systems move to the other node.

· ADMIN AREA

The location of the admin/db directory can be located on either the shared or local disk. Placing on the shared disk is probably more suitable, however, because after failover all the dump destinations plus a single init.ora file will follow the database.   Putting the admin area on the local disk is workable, but then a “duplicate” admin directory needs to be created on the other node.

Setting up the admin area will require a few symbolic links.  If ORACLE_HOME is installed on the local disk, a symbolic link can be created from  the ‘usual’ /admin/SID to the new /admin on the shared volume.  For example:

    ln -s /sharedvg/admin/SID  $ORACLE_BASE/admin/SID

Be sure to repeat all link definitions on each node, so that the /admin/SID area for each node points to the same shared volume directory.  
Regardless of where exactly the admin area is situated, it is crucial that upon failover, the admin directory and all subdirectories can be found, along with the init.ora file.

· LISTENER SETUP
At first, one might think that the usual one-listener-for-all-databases approach will also work for VCS.  However, this is one area where VCS requires a departure from regular database configuration.

Assuming that monitoring of the Oracle Listener is desired, a separate listener (and port) for each database is required.  This is necessary because VCS will shutdown the listener for a service group upon failover.   This makes it impractical to use one listener for all.  Therefore, one listener is defined for each service group.  This also means that the traditional name, LISTENER, cannot be used; rather, a new name is specified for each listener.   Upon failover, the appropriate listener is shutdown (if possible) on the original node, and restarted on the alternate node.

Each listener uses the Virtual IP address defined for its service group, rather than the actual server hostname.

· CONSISTENCY BETWEEN NODES

It is critical that each node in the cluster be configured consistently, depending on whether ORACLE_HOME is on the local or shared disk.  For instance, the oracle user on each node must have proper environment variables.  This means similar (if not identical) .profile files on each node.   Also, the various cron jobs scheduled on each node should be examined to see if they could be impacted after a failover.

For each database, it is important to ensure that the proper password file will be accessible when the database fails over.  (This is only an issue if Oracle is installed on the local disk, since the password file is typically stored in $ORACLE_HOME/dbs.)

Since VCS is actually in control of database and listener startup, it is necessary to disable any form of automatic startup or shutdown that is outside VCS.  Thus, in the oratab file on each node, each database should be listed, but with ‘N’ specified rather than the usual ‘Y.’  This is necessary because VCS will control startup and shutdown of every database included in the HA definition.

VCS AGENTS

Veritas Corporation likes to partition their application software into “agents.”   Thus, VCS uses two agents to monitor the database and listener.   These agents are the key to the entire VCS fault detection system, because they determine when a critical failure has actually occurred, and what to do when failures are detected. 

The agent characteristics for Oracle use are defined using two Resource Types:  Oracle and Sqlnet.  As always, the hagui utility is most helpful in defining these agents.  When the hagui utility is used, as shown in Figure 3, it populates the various entries within the Oracle and Sqlnet areas in the main.cf file.  Of course, these entries may simply be entered directly, using vi, if desired.

Custom agents can also be created to monitor other processes, such as a critical application that might need special handling in case of failover.

DATABASE AGENT

Database checking consists of both a primary and a secondary check.  The secondary check is optional, whereas the Primary is always configured.   Due to the ease in setting up both checks, there seems to be little reason to not enable both.

· PRIMARY CHECK

In this check, the agent simply looks for the background UNIX processes (pmon, smon, etc).  This check occurs every one minute.  It should be obvious to experienced DBAs that the presence of these background processes does NOT guarantee that the database is actually usable.  For instance, many types of internal errors will leave some or all of these processes running, even though the database is complete unusable!    Hence the suggestion to also enable the secondary check.

As shown in Figure 3, the DBA can use the hagui tool to populate the following attributes:

SID



[instance name]

Owner  



[oracle]

Home



[value of ORACLE_HOME]

Pfile



[path to init.ora file]

User, Pword, Table
  
[used for secondary database monitoring]


Figure 3.  Database Agent Setup

· SECONDARY CHECK

Besides the simple checking for the background processes controlled by the primary check, VCS can be configured to perform a simple update transaction.   This secondary check is automatically enabled when the following Oracle attributes are defined: MonScript (which defines the script executed), User, Pword,  and Table.

In order to prepare the secondary check,  several database actions need to be performed:

· create an oracle user to be used for performing this transaction for each database to be monitored,  

· Grant minimal privileges, such as Connect, Resource.  

· In this user’s schema, create a table with one column:  TSTAMP (date format).  

· Insert one row into the table and commit.  

· Confirm that this user can perform simple update of the table. 

 For example:

Create user dbcheck identified by dbcheck;

Grant connect, resource to dbcheck;

Connect dbcheck/dbcheck

Create table DBTEST ( TSTAMP DATE);

Insert into DBTEST values (SYSDATE ); 

Commit;
LISTENER AGENT

Besides the database agent, VCS requires that the DBA configure another agent just for checking the Listener(s).  As shown in Figure 4, the hagui tool can be used to configure the listener agent.  

Ensure that the following attributes are defined, either via the hagui tool, or by directly editing the configuration file.

Owner 

[typically, oracle], 

Home 

[i.e., $ORACLE_HOME], 

TnsAdmin 
[typically $ORACLE_HOME/network/admin], 

Listener 

[e.g., LISTENER_GROUP1]

MonScript
[typically, ./bin/Sqlnet/LsnrTest.pl]

The attributes MonScript  is used for secondary listener monitoring.  It simply issues an lsnrctl status command.

Figure 4.  Listener Agent
The parameter RestartLimit must be manually entered into the VCS configuration file.  This will allow VCS to attempt listener restart before failing over.   A setting of  three means that VCS will try 3 times to restart that particular listener before initiating a failover of the respective database.  The count is reset when VCS sets this ‘resource’ offline.

ARCHIVING CONSIDERATIONS

As part of the HA design, it is critical to consider the various options for archiving.  Since there are two completely different types of disk available, it is reasonable to consider duplicate sets of archive logs.   Thus, the DBA may prudently decide to have two sets of archive logs-one set on local, one on shared.
Setting this up is not technically difficult, but it would be easy to forget to test all configurations.  The DBA should confirm that the archive logs write correctly to all destinations.   Archive log directories must be setup for each database on each node, so that upon failover, archive logs are written.  

The archive destination entries in the init.ora file should specify destination 1 and destination 2, with seconds for reopen attempts:

log_archive_dest_1 = "location=/u00/arch/khawk reopen=180"

log_archive_dest_2 = "location=/u09/arch/khawk reopen=180"
CLIENT SETUP

The client tnsnames.ora file should always specify the Service Group (virtual) IP address, not the actual host name.  Upon failover, this IP address will automatically change so as to point to the correct node.  Once the client tnsnames file is setup, no change to the file is ever required, as long as the service group virtual IP address is not redefined.

FAILOVER  RECOVERY TIME 

Upon failover, there will typically be a short (typically a few seconds) delay, as database crash recovery is automatically activated.  However, in extreme cases, where checkpointing is infrequently performed, this time could become significant.   In order to reduce startup time, it is necessary to understand what actions are being performed once startup is commanded.  

Instance recovery time will be the sum of time-to-roll-forward un-checkpointed transactions, plus time to rollback uncommitted transactions.   The second value, rollback time, has (according to Oracle Tuning Guide documentation) been drastically reduced due to the new ‘Rollback on Demand’ feature.  This just leaves the time to roll forward.

Roll forward time is proportional to frequency of checkpoints.   Fortunately, the DBA has a plethora of ways to control checkpoint frequency, thereby guaranteeing a reasonable  time for rolling forward.  The simplest way is through the sizing of redo logs.  Once a redo log is full, a log switch occurs, along with a checkpoint.  

A trickier, but much more complicated method to control checkpointing is via the parameter FAST_START_IO_TARGET.  The Oracle Tuning Guide has very detailed charts showing how to use this parameter to control crash recovery startup time.   With this method, the number of I/O operations is limited, thereby putting a threshold on recovery time.  I suspect most DBAs will find this extra complication unwarranted.
TIPS AND TRAPS

· HELP WITH INITIAL SETUP
If complications arise as the Systems Administrator is performing the initial definition of Service Groups, Network addressing, etc., consider contracting with a professional implementation consultant for a few days to perform the basic setup.   This is especially true if there are any unusual network configurations for the cluster.   

· PROCESSES PARAM
Normally, this init.ora parameter is important, but a slightly erroneous setting does not typically have catastrophic consequences.  Usually, upon reaching this limit, new database connections are simply refused, but there is no harm to the existing user connections.   When convenient, the DBA simply raises the limit.

With VCS, however, this parameter is absolutely critical!  This can be understood by considering the types of tests that the VCS agents are performing.   The key is the second database check.  The “secondary” database check performs a connection to the database, and then executes a simple transaction.  If the Processes parameter is too low, VCS will be unable to even connect.  Thus, the database check will fail, thus leading to an undesired failover.   To add to the confusion, the VCS log will indicate that the database “became offline unexpectedly, on its own.”

· SHARED MEMORY
When VCS desires to perform a failover, a shutdown abort will typically be performed.  Unfortunately,  the OS (especially Solaris 2.6) will often not release shared memory and semaphores.  This means that the original node will be unavailable to restart of that instance.  Should the DBA attempt a switch back to the original node, the instance will be unable to start.   After a failure of this sort, the hagui utility can be used to display the status of all resources in the cluster, as shown in the Figure 5.

It is therefore crucial to detect this problem and clear shared memory after a failover has occurred.  One simple but effective solution is to set a cron job to notify the DBA if more shared memory segments are detected than there are instances running.

The DBA can detect and correct the shared memory problem by using the Unix commands  ipcs and ipcsrm.   The command ipcs -a lists all interprocess resources active on the server.  This includes shared memory segments as well as semaphores.  The command ipcrm allows the DBA to remove the resource.

In order to remove the shared memory segment, it is necessary to identify which segment relates to the database “no longer there.”   Of course, if there is only one database active per node, this is not an issue.   Otherwise, a shared memory segment can be matched to a particular instance by the memory required for that instance.  Simply look at the memory indicators displayed upon instance startup, or estimate database memory based on buffer sizes and Shared Pool size.  

Another method to identify the shared memory assigned to an instance is to use the Oracle-supplied program sysresv.   Ensure that the environment variables ORACLE_HOME and ORACLE_SID are set prior to running.


Figure 5.  VCS Failure due to Shared Memory

· FILE SYSTEM CONTROL BY VCS

It is important to understand that VCS controls only the shared disk systems, not the local disks.   Thus, after server reboot, the OS should mount the local disks as usual.  Do not include the local file system in any VCS group.

· TESTING

Limitations and difficulties with VCS are actually limitations relevant to any of the HA solutions--whether Veritas, HP, or IBM.  The most difficult factor in implementing HA solutions is the need for thorough testing to ensure that the HA solution implemented will handle all relevant failure scenarios.   Without thorough testing, it is possible that the HA solution could actually provide less availability!  For instance, an improper setup might lead to frequent failovers to the alternate node, causing annoying breaks in service. 

In reality, of course, it is impossible to check all conceivable failure situations; thus, a test plan must be designed to check the types of failures that can realistically occur.  It is also imperative that testing be conducted to ensure that all related applications fail-over together.  It is not too helpful if the database correctly fails over, but the application is left behind on a useless node.

· SETUP MISTAKES AND DBA SKILLS
It is not realistic to employ a junior level DBA to setup and maintain VCS systems.   The reason is simple: the “stakes” are higher, with severe consequences for mistakes.  With a ‘regular’ Oracle database setup, the DBA can actually make a lot of mistakes, but yet the database will keep on running (albeit at a reduced performance level).  With VCS, a mistake likely means that upon failure the database will probably not failover correctly; in other words, bad setup means that there really isn’t any ‘HA.’  

In a recent case, one group of local disks was mistakenly specified as being under VCS control; after a system reboot, the file system containing the Oracle executables was not mounted, leading to downtime.   Although this slip was discovered and corrected soon after implementation, it happened despite extensive testing by both the DBA and System Administrator.

Additionally, the servicing of databases that are configured for HA is slightly more complex.  For instance, one cannot simply perform a shutdown; rather, VCS must be ‘frozen’ first, and then a shutdown can occur.
· APPLICATION RESTART
Whenever the database restarts after a failover, some applications may need to be restarted.  This can be accomplished via a new type of database trigger that fires after startup of the database.   The code of the trigger invokes a user-created Java stored procedure, that in turn runs any desired Unix script.   The steps to configure this are:

· Create special trigger

· Setup Java Virtual Machine in the database

· Create Java Stored Procedure
Step 1:  CREATE TRIGGER
This is simple Pl/SQL code that calls a Unix shell script with any name.   It is critical that the ‘reset’ script be located on a shared volume, so that it will always be executed, even after failover.  Notice also that the ‘sh’ command requires the full path.

create or REPLACE TRIGGER RESTART AFTER STARTUP ON DATABASE

begin

executecmd('/usr/bin/sh [path]/vreset');

end;

/

Step 2:  SETUP JAVA VIRTUAL MACHINE

· Ensure that Java Shared Pool is set > 50 mb

· As SYS, run $ORACLE_HOME/javavm/install/initjvm 

· Ensure that CLASSPATH is set.  

· For user to run the java procedure, grant JAVASYSPRIV 

Step 3:  CREATE JAVA PROCEDURE
· Create java source file (source in Oracle Note 109095.1) called ExecuteCmd.java   

· Compile source into class file:  javac ExecuteCmd.java

· Load java class into database: loadjava -u user/password ExecuteCmd.class
· Create Java procedure in database

SUMMARY

With proper diligence and attention to detail, Veritas VCS can provide a highly effective HA solution.  Users of the system will appreciate the rapid failover capability that doesn’t depend on DBA intervention to activate.

A key factor in ensuring success with VCS, as well as with any HA product, is thorough testing of the configuration by experienced DBAs and System Administrators.  Although not trivial to configure, with reasonable care VCS can maximize uptime of critical 24x7 applications and databases.
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