SUN CLUSTER 3.0 U2 RUNBOOK FOR INSTALLATION OF THE CLUSTER FRAMEWORK & DATA SERVICES

1.0 Install the Terminal Concentrator

Connect the TC cables as per the config diagram. Connect the Serial cable from port 1 to serial console A of the Ultra-5.Using Tip connection, open a connection for the TC.

Press the test button on the TC, till the time the LED starts blinking rapidly. Leave the button at this instance and press again momentarily once and leave it.

You will get the following prompt

::monitor:

Use the following commands to configure the TC

1. addr

2. seq

3. image

Boot the TC and accpet the default boot file and device. Once the TC comes up, telnet in the TC

type 'cli' when prompted.

Do 'su' and put in the super user password, which is same as the IP Address of the TC.

Type Admin to get in to the Admin mode, Run the following command to set the properties of the ports.

# Set port=2-8 type dial_in mode slave imask_7bits Y

Reboot the TC and check for the serial connections.

2.0
Install the Administrative Workstation

Install Solaris 8 10/01 or later with recommended patches on the administrative workstation.

Add the following package from the SC3.0 Update 2 CDROM.

# cd /cdrom/suncluster_3_0u1/SunCluster_3.0/Packages

# pkgadd -d . SUNWccon

Do the Sun Cluster 3.0 patches on the Admin Workstation 

Create an /etc/clusters file. Add the cluster name and physical cluster node names. For eg. orac cluster with

node1 and node2:

# vi /etc/clusters

orac node1 node2

Create an /etc/serialports file. (Eg. using Terminal Concentrator with node1 serial port attached to port 2 and node2 serial port attached to port 3 of the TC):

# vi /etc/serialports

node1 TC 5002

node2 TC 5003

Setup the cluster nodes and terminal concentrator ip address entries in the /etc/hosts.

Start the Cluster Console Panel (CCP).

# /opt/SUNWcluster/ccp orac &

3.0
Solaris OE installation on cluster nodes

Using the Cluster Console Panel (CCP, click the cconsole button to display console screen for each cluster nodes.

Ensure the hardware setup is complete and connections are verified before installing the Solaris 8 10/01 or later and

SC3.0u2 software.

Install Solaris 8 10/01 or later (Entire Distribution plus OEM Support) with recommended patches on the local hard disk

of all nodes.

Use the information for the root & swap sizes as per the customer checklist.

Refer Appendix
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INSTALL THE LATEST recommended PATCH CLUSTER FROM THE EIS-CD

After installing patches from the EIS-CD, the /.profile for root also gets created.

Create and modify the root's /.profile.

# vi /.profile

PATH=$PATH:/usr/sbin:/usr/cluster/bin:/opt/VRTSvmsa/bin

MANPATH=/usr/man:/usr/cluster/man:/opt/VRTSvxvm/man

DISPLAY=admin_station:0.0

EDITOR=vi

TERM=dtterm

export PATH MANPATH DISPLAY EDITOR TERM

Also, edit the file /etc/inittab and change the entry of the term from 'sun' to 'dtterm'.

co:234:respawn:/usr/lib/saf/ttymon -g -h -p "`uname -n` console login: " -T sun -d /dev/console -l console -m ldterm,ttcompat

co:234:respawn:/usr/lib/saf/ttymon -g -h -p "`uname -n` console login: " -T dtterm -d /dev/console -l console -m ldterm,ttcompat

Check the name resolution in the /etc/nsswitch.conf

passwd:
files 

group:
files 

hosts:
cluster files 

netmasks:
cluster files 

Update the /etc/hosts on all cluster nodes with public hostnames and logical hostnames for the cluster. Perform

this step regardless of whether you are using a naming service.

Pls Note: Ensure that the /globaldevices entry exists in the /etc/vfstab file, also the mount point for the same is created. Check by mount /globaldevices before running scinstall.

4.0
Installing SC3.0 u2 software

Mount the SC3.0 u2 CDROM onto the node1.

# cd /cdrom/suncluster_3_0u2/SunCluster_3.0/Tools

# ./scinstall

From the Main Menu, type 1 (Establish a new cluster). 

Information required are:

- Clustername

· Cluster node names

· DES authentication (NO)

· Network Address for the Cluster Transport

· Cluster interconnect network address and netmask


Default enteries are:


Network Address
172.16.0.0


Subnet mask

255.255.0.0 (USE DEFAULT)

· Names of Cluster Interconnect Adapters and junctions

· Global Devices File System (Default Value /globaldevices)

· Automatic reboot by scinstall (No)

Do not allow scinstall to reboot the nodes, rather verify for the 'did' major number in the /etc/name_to_major to same across all the nodes. 

# grep did /etc/name_to_major

Pls Note: Installation log file present in /var/cluster/logs/install directory.

Also, scinstall does the following:

·  Installs the cluster software

·  Disables routing on the node (touch /etc/notrouter)

·  Creates the install log

·  Reboots

·  Creates the DID devices

Install additional nodes using scinstall 

(** Don't reset the install mode at this step)

5.0
Performing the Post-Installation Setup

From one node, verify that all nodes have joined the cluster.

# scstat -n

-- Cluster Nodes --

Node name Status

--------- ------

Cluster node: node1 Online

Cluster node: node2 Online

On each node, verify device connectivity to the cluster nodes.

# scdidadm -L

From previous step, determine the global device ID (DID) of each shared disk you will configure as a quorum device.

Run scsetup to configure the quorum disk(s) and complete the cluster initialization. 

Reset install mode once all the cluster nodes are installed.

# /usr/cluster/bin/scsetup

Configure the quorum device using the DID device

From any node, verify the device and node quorum configurations.

# scstat -q

Verify the cluster status using scconf

# scconf -p

6.0
Configure Public Network Management (PNM)

Create the PNM group on all cluster nodes. (Public network ONLY)

Set local-mac-address? To false.

# pnmset -c nafo0 -o create hme0 hme1

Verify the NAFO group.

# pnmstat -l

7.0
Resetting the Time of Day in a Cluster

When using NTP, do not attempt to adjust the cluster time              while the cluster is up and running. This includes using the              date(1), rdate(1M) or xntpd(1M) commands interactively or within cron(1M) scripts. 

Shutdown the cluster

# scshutdown -y -g0

Boot each node into non cluster mode

ok boot -x

On a single node, set the time of day by running the date command.

# date HHMMSS

On the other machines, synchronize the time to that node by running the rdate command where hostname is the name of the node in the above step.

# rdate hostname

Reboot the nodes in the cluster mode and verify for the correct date on both the nodes.

8.0
Updating Network Time Protocol (NTP)

Edit the /etc/inet/ntp.conf file. Remove all non-existing private hostname entries. Eg. 2 node cluster:

# vi /etc/inet/ntp.conf

peer clusternode1-priv

peer clusternode2-priv

Put in the Administration workstation as the Time Server, put the IP Address entry for the administration workstation in the line defining the ntp server.

Restart the ntp daemon.

# /etc/init.d/xntpd stop

# /etc/init.d/xntpd start

Check for the cluster transport status

# scstat -w -h node2

9.0
Installing Veritas Volume Manager 3.2

Ensure that the node's /etc/name_to_major file does not already contain a vxio entry. If a vxio entry exists,

remove it from the file. This entry might exist if VxVM was previously installed on other nodes of the cluster. The

correct vxio entry is added automatically during installation of the VxVM software packages.

Use vxinstall to encapsulate the boot disk on each node

- Choose a unique name for the boot disk on each node.

· Donot accept automatic reboot.

· Donot add any other disks to the rootdg disk group.

After the cluster install using scinstall, the enteries in the /etc/vfstab for /globaldevices changes to the DID device path and to the mount point /global/.devices/node@nodeid.

After Volume Manager install, Donot reboot. Change the DID device entry back to the physical path (Original logical device path) instead of the DID device path and change the mount point of the same from /globaldevices to /global/.devices/node@nodeid.

Important Notes:

· DMP cannot be disabled for VxVM > 3.1, but you need to ensure that there are no dual paths to the same storage from a node.

· Grep vxio /etc/name_to_major

Ensure it is the same across all cluster nodes.

Ensure that the above steps are carried out for all the node in the cluster.

Shutdown the cluster nodes with scshutdown

# scshutdown -y -g0

Boot all the nodes in non-cluster mode

ok boot -x

Bypass any /global fsck errors on the nodes by pressing Control-D.

Umount the /global file system

# umount /global/.devices/node@nodeid

Re-minor the rootdg disk group on each cluster node

# vxdg reminor rootdg 50

Use a different minor number on each node, increament the base number by 50 on each node.

# vxdg reminor rootdg 100

on the other node.

Verify the root disk volume numbers are unique on each node.

# ls -l /dev/vx/dsk/rootdg

Also, change the volume name for 'globaldevices'

# vxdg -g rootdg rename <vol name> <new vol name>

After you reboot the nodes, you can mirror the boot disk.

Create the Disk Groups and the required volumes on the shared storage. 

Register the Volume Manager disk groups with SC

# scconf -a -D name=nfsdg,nodelist=node1:node2,preferenced=false

Bring DG online 

# scswitch -Z -D name=<disk group name>

Try switching of DG from one node to another

# scswitch -z -D name=<disk group name> -h node2

10.0
Resource Groups

Verify registered resource types

# scrgadm -p

Install appropriate Data Service software from the DataService CD.

Register the HAStorage

# scrgadm -a -t SUNW.HAStorage

Register the resource types

# scrgadm -a -t SUNW.oracle_server

# scrgadm -a -t SUNW.oracle_listener

Create a blank resource group

# scrgadm -a -g ora-rg -h node1,node2 -y PathPrefix=/global/oradg/admin

Add logical hostname to the new group

# scrgadm -a -L -g ora-rg -l <logical hostname>

Add the storage resource to the group

# scrgadm -a -j has-res -g ora-rg -t SUNW.HAStorage -x ServicePaths=/global/oradg/data -x AffinityOn=TRUE

Add the DataService resource 

# scrgadm -a -j ora-res -g ora-rg -t SUNW.oracle_server -y Resource_dependencies=has-res

Bring the Resource Group Online

# scswitch -Z -g ora-rg

Try a switchover of Dataservice to the standby node

# scswitch -z -g ora-rg -h node2

